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Introduction

Safe and reliable electric power at a reasonable cost is the goal of our industry.  How this 
goal is measured and evaluated for individual customers at the distribution level has 
changed and improved over the years.  The overall robustness and integrity of the 
distribution systems today are far superior to the systems serving Oregonians 15 or 20 years 
ago.  And yet, the expectations and needs of the average electric customer, whether urban 
or rural, continue to be higher and higher. Today’s wide variety of home and business 
electronics makes our lives better, but also makes us increasingly dependant on high quality, 
reliable electric service.  The challenge is to find the right balance between low cost and high 
service quality. 

Utility operators need to know how their systems are performing with accurate and up-to-
date information.  Regular system inspections are important for knowing the general 
condition of the system.  For more immediate information, Oregon's three Investor-Owned 
Utilities (IOUs) have monitoring and control systems, and each one has chosen a different 
type of system.  PacifiCorp initiated its Computer Aided Distribution Operations System 
(CADOPS) in Oregon in 2002.  Portland General Electric continues to expand Supervisory 
Control and Data Acquisition (SCADA) systems to additional substations and Idaho Power 
has added Sentry units downstream of operating devices on their system.  Also, some of the 
new customer meters with real time communication capabilities, promise better system 
performance analysis tools and prompt utility notification in case of outages.  Of course, all of 
this comes with a price tag. 

The Oregon Public Utility Commission has been working with these utilities to bring greater 
uniformity and accuracy to the data being reported annually.  This data is required by
OAR 860-023-0080 through 0160.  Accurate data allows meaningful comparisons year-to-
year and utility-to-utility, even though the systems and the areas served are very different.  
Accurate data also allows the utility to direct operations and maintenance funds in a more 
efficient manner, based on solid facts related to what customers on a given circuit are 
experiencing.  Oregon PUC Staff of the Safety Reliability Division is proposing that the 
OPUC’s electric reliability rules (in OAR 860-023-0080 thru 0150) be modified to be in 
conformance with the nation’s industry standard (i.e. ANSI/IEEE Standard 1366-2003).  If 
this standard is adopted in Oregon and nationwide, customers, utilities and regulators will be 
better able to evaluate electric utility reliability performance with more accuracy and 
consistency across the nation. 

Some of the changes in data collection result in more accurate but higher numbers, which 
seems to indicate poorer service (even when it has not changed).  In general, the multi-year 
graphs give a good idea of what customers are experiencing in Oregon.  The comparisons in 
performance in this report give a variety of ways of looking at the same general subject.  The 
report does focus on the system failures (outages), but it is important to know that most 
Oregon customers of these three utilities are receiving safe and reliable service. 

Note:  IOU means Investor-Owned Utility, which are fully regulated by the Oregon Public 
Utility Commission.  These utilities, Portland General Electric, Pacific Power and Light 
(PacifiCorp), and Idaho Power, serve almost 74 percent of Oregon’s electric customers.
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General Information 

This report:
A. Compares three utilities whose customer base and service territories are very different in nature:

Portland General Electric (PGE) - has a compact service territory with a fairly urban and 
suburban character in N.W. Oregon.  Average customer per line/trench mile is about 45.4*. 

PacifiCorp (PAC) - includes some larger Oregon cities but serves several separate areas 
and is mostly rural.  Average customer per line/trench mile in Oregon is about 26.5*.   

Idaho Power (IPC) - covers a very rural part of Eastern Oregon, including some very remote 
areas.  Average customer per line/trench mile in Oregon is about 6.8*. 

B. Uses standard industry formulas to calculate data points:

SAIFI - System Average Interruption Frequency Index 

 The average number of times that an average customer experiences a service interruption 
during a year.  SAIFI is an indicator of utility network performance.   (Note: This does not 
include automatic operations or “blinks.” See MAIFle, below.) 

SAIDI - System Average Interruption Duration Index 

The average total amount of time that an average customer does not have power during a 
year.  SAIDI generally measures the operating performance of the utility in restoring customer 
interruptions.

 MAIFIe – Momentary Average Interruption Event Frequency Index

The average number of times that an average customer experiences momentary interruption 
events during a year.  This does not include events immediately preceding a sustained 
interruption. 

For further information, see OAR 860-023-0080. 

C. Other

 In this report, statistics for SAIDI and SAIFI are shown excluding and including major events.  

 Per OAR 860-023-0080, “Major event” means a catastrophic event that: 

a. Exceeds the design limits of the electric power system; 

b. Causes extensive damage to the electric power system; and 

c. Results in a simultaneous sustained interruption to more than ten percent of the metering 
points in an operating area. 

Note:  The definition of “major event” is calculated differently by various electric utilities and other 
state regulatory commissions across the nation.  Oregon PUC staff is looking to adopt into law the 
“major event” definition and calculation methodology in ANSI/IEEE Standard 1366-2003.  If adopted, 
this should help customers, regulators and utilities in evaluating and comparing electric reliability 
performance.

*These are approximate customer/high voltage line miles and include transmission and distribution, both overhead and  
  underground. 
Note:  Staff’s emphasis on the safety and reliability of electrical utility systems can also be found in the Service Quality 
Measures for PGE and PacifiCorp, the annual Incident Report, Safety Staff Policies, and National Electrical Safety Code 
enforcement and administration for Oregon. 
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Data Collection Methodologies 

Each of the three electric utility companies use somewhat different data collection methods 
for reliability reporting: 

Idaho Power Company 

Idaho Power Company (IPC) gathers data for the Oregon Annual Electric Service Reliability 
Report (AESRR) through an Outage Management System (OMS) and dispatch entry 
process.  The OMS receives trouble orders in real time from the Customer Information 
System (CIS) as they are entered by call center staff. The OMS analyzes the call pattern 
and predicts the potential extent of each outage.  The OMS operators (located in the 
dispatch center) perform switching real-time on an electronic map in the OMS to reflect all 
distribution switching performed in the field and any SCADA operations.  OMS records are 
transferred nightly into a permanent historical datamart (PDM).  PDM is an Oracle database 
with a combined Crystal Reports and Excel/Visual Basic reporting system.  Transmission 
events are still entered in the Dispatch Outage Reporting System (DORS).  DORS is a SQL 
(Structured Query Language) database with a Visual Basic/Access reporting system. 

Dispatchers also enter any interruption or switching on a Switching Log.  OMS records and 
switching logs are compared and reconciled each evening by dispatch center personnel, to 
ensure accuracy and consistency.  Momentaries are gathered from the Sentry monitoring 
system and entered manually into the OMS.  The use of the OMS and PDM, to report 
outages, means that single transformer and even single service outages are captured and 
reported.  This level of detail was not available before the implementation of the OMS. 

The information from several events, performance data, outage causes, and equipment and 
statistical reports from PDM are run on IPC’s Oregon operating area and each Oregon 
circuit.  The reports are used to create Excel tables and charts and geographic information 
system (GIS) maps for the AESRR. 

Idaho Power’s service territory includes one operating area in Eastern Oregon. 

PacifiCorp

PacifiCorp operates automated outage management and reporting systems.  Customer 
trouble calls and SCADA events are interfaced with the Company’s real-time network 
connectivity model, its CADOPS system.  By overlaying these events onto the network 
model, the program infers outages at the appropriate devices (such as a transformer, fuse, 
or other interrupting device) for all customers down line of the interrupting device.  The 
outage is then routed to appropriate field operations’ staff for restoration, and the outage 
event is recorded in the Company’s Prosper/US outage repository.  In addition to this real-
time model of the system’s electrical flow, the Company relies heavily upon the SCADA 
System that it has in place.  This includes the Dispatch Log System (an Access database 
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application) which serves to collect all events on SCADA-operable circuits.  All data is then 
analyzed for momentary interruptions to establish state-level momentary interruption indices. 

PacifiCorp service territory in Oregon includes 23 operating areas.  The operating areas 
include:  Albany, Bend/Redmond, Clatsop (Astoria), Coos Bay/Coquille, Corvallis, Cottage 
Grove/Junction City, Dallas/Independence, Enterprise, Grants Pass, Hermiston, Hood River, 
Klamath Falls, Lakeview, Lebanon, Lincoln City, Madras, Medford, Milton-Freewater, 
Pendleton, Portland, Prineville, Roseburg/Myrtlecreek, and Stayton. 

Portland General Electric 

PGE uses a computerized OMS to log and track outages that occur on the system.  It 
interfaces to CIS, GRID (an electronic map-based connectivity system), outage history and 
IVR (Interactive Voice Response) to generate an outage record once a trouble call comes in.
This information is transferred into a new reliability program every month where outages are 
reviewed and evaluated to ensure that the data is as accurate as possible.  The reviewed 
outages are then used to calculate SAIDI, SAIFI, and data presented in PGE’s Annual 
Reliability Report. 

Momentary outages (MAIFIe) are logged and reported for the stations equipped with SCADA 
and MV90 (a meter-based data collection system).  Out of PGE’s 146 distribution 
substations, 87 are equipped with SCADA and 52 are equipped with MV90. The 7 remaining 
distribution substations, with neither SCADA nor MV90, have recorded reading collected on 
a monthly basis. 

PGE’s service territory includes four operating areas in Northwest Oregon.  They are the 
Central Region, Eastern Region, Southern Region, and Western Region. 
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 * From number of metering points are defined in OAR 860-023-0080 and as reported in each company’s annual reliability  
   report required by OAR 860-023-0150. 
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*Interruptions under five minutes. 
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2003 Reliability Indices and Corrective Action Process 
 
On July 30, 2001, the Maryland Public Service Commission issued Order No. 77132 

in Case No. 8826.  On page 26 of the Order, the Commission directed Maryland Utilities to 
file annually, a report of the previous year’s performance statistics and its proposed reliability 
improvement process.  These requirements were set forth in Order No. 77132 and later 
adopted in COMAR 20.50.07.06.  This report is structured to comport with the COMAR 
format. 

 
 
COMAR 20.50.07.06 
 
C.1. System-Wide Indices:  A utility shall provide SAIDI, SAIFI, and CAIDI for all 

feeders originating in Maryland.  The indices shall be calculated and reported with 
two sets of input data. 

(a) All interruption data: 
(b) Major event interruption data excluded.  

 
Pepco Response: 
 

 
Table 1 -  Maryland System Wide for 2003 

 All Sustained 
Interruptions 

Excluding Major 
Events * 

SAIFI 3.68 1.11  
SAIDI (hours) 59.61  2.05 
CAIDI (hours) 16.19  1.85 
Note:  * Days Excluded are:  

• Aug 26 thru 30  Severe Thunderstorms resulting in 
           multiple locked out feeders. 

• Sep 18 thru 28  Hurricane Isabel 
• Nov 13   High winds (winds gusting at 51mph) 

 
 
 
 

C.2. Feeders Indices:  An investor-owned utility shall provide SAIDI, SAIFI, and CAIDI 
for 2% of feeders or 10 feeders, whichever is more, serving at least one Maryland 
customer that are identified by the utility as having the poorest reliability. The indices 
shall be calculated and reported with two sets of input data. 

(a)  All interruption data, 
(b)  Major event interruption data excluded. 
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Pepco Response: 
 
SAIFI, SAIDI and CAIDI indices including and excluding major events for 2% of 
feeders identified as being the least reliable are shown below in Table 2a and 2b. 

 
 

Table 2a - Least Reliable Feeders for 2003 * 

    Including Major Events   

Rank 

Feeder 

SAIFI SAIDI (hrs.) CAIDI (hrs.) CPI+ Number 

1 14033 9.86 57.18 5.80 0.45 

2 14986 12.28 179.71 14.64 0.43 

3 14923 7.03 38.93 5.54 0.35 

4 14447 13.80 62.08 4.50 0.34 

5 14968 13.28 111.14 8.37 0.3 

6 15110 10.32 62.82 6.09 0.3 

7 15292 9.10 69.37 7.63 0.28 

8 15233 3.00 11.76 3.92 0.28 

9 14242 3.46 97.65 28.21 0.26 

10 15230 8.27 119.55 14.46 0.26 

11 14446 9.16 59.26 6.47 0.26 

12 14045 11.00 103.06 9.37 0.25 

13 14994 2.10 14.90 7.10 0.25 
    Notes:  *    Feeder Analysis covers period October 1, 2002 to September 30, 2003 

+ CPI = Composite Performance Index (Includes momentary interruptions 
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Table 2b - Least Reliable Feeders for 2003 * 
   

    Excluding Major Events   

Rank 
Feeder 
Number SAIFI  SAIDI (hrs.) CAIDI (hrs.) CPI 

1 14033 6.78 10.78 1.59 0.45 

2 14986 8.58 10.30 1.20 0.43 

3 14923 6.70 13.58 2.03 0.35 

4 14447 10.40 7.99 0.77 0.34 

5 14968 7.22 6.63 0.92 0.3 

6 15110 7.17 6.69 0.93 0.3 

7 15292 8.07 3.86 0.48 0.28 

8 15233 1.98 8.39 4.24 0.28 

9 14242 0.63 9.29 14.66 0.26 

10 15230 5.19 7.73 1.49 0.26 

11 14446 5.50 7.30 1.33 0.26 

12 14045 5.22 10.25 1.96 0.25 

13 14994 2.04 9.33 4.58 0.25 
Note:  *    Feeder Analysis covers period October 1, 2002 to September 30, 2003 

 
 
 
D. Identifications of Feeders with Poorest Reliability. 
 

(1) The method used by a utility to identify the feeders with the poorest reliability 
shall be approved by the Commission and be included in the report. 

 
(2) Feeders included in the report, which serve customers in Maryland and one or 

more bordering jurisdictions, shall be identified.  The report shall include the 
percentage of customers located in Maryland and the percentage of customers 
located in bordering jurisdictions. 
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Pepco Response: 
 

(1) The CPI model description was previously provided to Mr. J. H. Walter of the 
Maryland Commission Staff in correspondence of May 15, 2001 from C. H. 
Knapp of Pepco and as Attachment A to Pepco’s 2000 Reliability Indices and 
Corrective Action Process filing of November 1, 2001. Attachment A was and is 
considered proprietary and was provided to the Commission on a confidential 
basis.  Pepco has no proposed changes to its filed method for identifying feeders 
with the poorest reliability. 

 
(2) With the exception of feeder 14033, all feeders included in Table 2 served only 

Maryland customers. Approximately 2% of the customers on feeder 14033 reside 
in the District of Columbia. 
 

E. Major Event Interruption Data:   
The report shall include the time periods during which major event interruption data 
was excluded from the indices, along with a brief description of the interruption 
causes during each time period. 
 
Pepco Response: 

 
There were three major events in Pepco’s service territory during the twelve month 
period ending December 31, 2003.  
 

• August 26 thru 30        --    Severe Thunderstorms resulting in multiple 
locked out feeders. 

• September 18 thru 28   --     Hurricane Isabel. 
• November 13                --     High winds (winds gusting at 51mph). 

 
 

F.1. Actions for Feeders with Poorest Reliability. 
 

An investor-owned utility shall report remedial actions for all feeders identified by 
the utility as the 2% of feeders having the poorest reliability.  
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Pepco Response:   
 
Table 3 provides corrective actions Pepco will take on its least reliable Maryland 
Feeders identified above in Table 2.  

  
Table 3 - Corrective Actions for 2003 Selected Maryland Feeders 

Rank Feeder No. Corrective Actions  (Includes Tree Trimming if Required) 

1 14033 Upgrade/Install 3 fuses, replace 3 cross-arms, install 1 spacer; install 1 
lightning arrestor,  and tree trimming   

2 14986 Upgrade/Install 29 fuses, replace 3 cross-arms, install 2 spacers, and 
tree trimming 

3 14923 Upgrade/Install 18 fuses, replace 6 cross-arms, install 15 spacers, and 
tree trimming 

4 14447 Upgrade/Install  6 fuses, replace 1 cross-arm, install  tree wire in 1 
area, install 22 spacers, and tree trimming 

5 14968 Upgrade/Install 14 fuses, replace 1 cross-arm, install 20 spacers, and 
tree trimming 

6 15110 Upgrade/Install 5 cross-arms, install 1 animal guard, install 1 spacer, 
and tree trimming 

7 15292 Upgrade/Install 6 fuses, replace 3 cross-arms, install 2 spacers, install 
2 lightning arrestors, and tree trimming    

8 15233 Install 12 spacers, install ACR, and tree trimming 

9 14242 Install  2 lightning arrestors, 3 cross-arms,  install 6 spacers, install 
ACR, and tree trimming 

10 15230 Upgrade/Install 21 fuses, replace 5 cross-arms, install  6 lightning 
arrestors, and tree trimming 

11 14446 Upgrade/Install  24 fuses, replace 4 cross-arms, install  tree wire 1 
area, and tree trimming 

12 14045 Upgrade/Install  6 fuses, replace 3 cross-arms, install tree wire 2 
areas, and tree trimming 

13 14994 Replace/Install 4 cross-arms, install 6 spacers, install tree wire 1 area, 
install ACR,  and tree trimming 

  
G. Evaluation of Remedial Actions. For feeders identified as having the poorest 

reliability in an annual reliability indices report, the utility shall provide the following 
information in the next two annual reports. 

 
(1)   The annual report for the year following the identification of the feeders as 

having the poorest performance shall provide a brief description of the actions 
taken, if any, to improve reliability and the completion dates of these actions. 

 
(2)   The annual report two years after the identification of the feeders as having the 

poorest performance shall include the ordinal ranking representing the feeders’ 
reliability during the current reporting period. 
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Pepco Response: 
   
(1) Table 4 provides corrective actions Pepco has taken on its year 2002 least     

reliable Maryland Feeders.  
  

Table 4 - Corrective Actions for 2002 Selected Maryland Feeders  
Rank Feeder No. Corrective Actions Completion Date 

1 14247 
Upgrade/Install  30 fuses, replace 5 cross-arms, install 
14 spacers, install 2 lightning arrestors, install 1 down 
guy, tree trimming   

9/20/2003 

2 15837 
Upgrade/Install 10 fuses, install 1 lighting arrestor; 
install 3 cross-arms, install 2 down guys, install 16 
spacers 

9/30/2003 

3 14249 Upgrade/Install 1 fuse, install 5 animal guards, replace 
6 cross-arms, remove slack in one location  8/01/2003 

4 15127 
Upgrade/Install 19 fuses, remove slack in 2 locations, 
install tree wire one area,  install 1 animal guard, tree 
trimming    

9/30/2003 

5 15134 
Upgrade/Install 45 fuses, install 2 animal guards, 
install 1 lightning arrestor, replace 8 cross-arms, 
remove slack in 1 location, install  3 spacers    

6/20/2003 

6 15023 
Upgrade/Install 9 fuses, replace 4 cross-arms, install 1 
animal guard, install 2 lightning arrestors, tree 
trimming 

9/10/2003 

7 15107 Replace/Install 1 cross-arm, install  22 fuses, install 2 
spacers, tree trimming 9/30/2003 

8 15235 Replace/Install 4 cross-arms, install 2 spacers, tree 
trimming  9/30/2003 

9 15115 
Upgrade/Install 3 fuses, install tree wire in 1 area, 
install 2 lightning arrestors, install 12 cross-arms, 
replace 3 insulators  

9/30/2003 

10 15122 Upgrade/Install 16 fuses, install 18 spacers 9/30/2003 

11 14163 Upgrade/Install 3 fuses, install 2 lightning arrestors,  1 
animal guard, 1 spacer   6/18/2003 

12 14181 Upgrade/Install 30 fuses, replace 3 cross-arms, install 
4 lightning arrestors, install 8 spacers at 1 location 8/11/2003 

13 14970 Upgrade/Install 1 fuse, install tree wire in 1 area, 
install 1 cross-arm,  4/29/2003 
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Table 5 - Least Reliable Feeders in 2001  

2001 2003 Feeder 
Number 

SAIFI SAIDI 

Rank Rank 2001 2003 2001 2003 
1 112 14476 1.21 0.31 2.71 1.23 

2 128 14844 8.21 3.1 3.56 1.38 

3 347 14466 1.41 1.02 5.18 0.35 

4 320 14823 0.14 0.2 0.47 0.95 

5 72 14943 2.16 4.15 3.56 3.73 

6 262 15254 2.13 0.2 0.84 0.9 

7 240 15274 1.12 0.18 1.23 0.67 

8 13 14994 0.07 1.75 0.29 5.1 

9 392 14991 0.08 1.09 0.4 0.9 

10 352 14824 0.03 0.05 0.15 0.08 

11 51 14442 2.09 2.14 1.23 3.43 

12 197 14473 1.16 1.05 3.79 2.15 

13 376 14294 5.47 0.13 0.33 0.25 
 

 
(2) Table 5 provides a comparison of the ordinal ranking, as well as the SAIFI and 

SAIDI values, of the feeders’ reliability during 2001 and 2003. 
 

As indicated in Table 5, five (5) feeders (14823, 14943, 14991, 14994, and 
14442) did not show improvement in both SAIDI and SAIFI from 2001 
levels. However, the ranking on these feeders, with the exception of feeder 
14994, are significantly improved in ranking when compared to the rest of the 
system. The increased indices may be attributed to the extreme amounts of 
severe weather conditions in 2003 and the implementation of a new outage 
data collection method (Outage Management System).  
 
The five feeders discussed above are being re-inspected for additional 
corrective action to improve reliability. 

 
H. Momentary Interruptions.  A utility shall maintain information which it collects on 

momentary interruptions for five years. 
 

Pepco Response:   
 

Pepco collects and maintains information on momentary interruptions for the required 
period of time. 
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1 

Q. Mr. Lanzalotta, please state your name, position and business address. 2 

A. My name is Peter J. Lanzalotta. I am a Principal with Lanzalotta & Associates LLC, 3 

(“Lanzalotta”), 67 Royal Point Drive, Hilton Head Island, SC 29926. 4 

Q. On whose behalf are you testifying in this case? 5 

A. I am testifying on behalf of the Maryland Office of People’s Counsel (“OPC”). 6 

Q. Mr. Lanzalotta, please summarize your educational background and recent work 7 

experience. 8 

A. I am a graduate of Rensselaer Polytechnic Institute, where I received a Bachelor of 9 

Science degree in Electric Power Engineering.  In addition, I hold a Masters degree in 10 

Business Administration with a concentration in Finance from Loyola College in 11 

Baltimore.  12 

 I am currently a Principal of Lanzalotta & Associates LLC, which was formed in January 13 

2001.  Prior to that, I was a partner of Whitfield Russell Associates, with which I had 14 

been associated since March 1982.  My areas of expertise include electric system 15 

planning and operation, economic studies, cost allocation, and reliability analyses.  I am a 16 

registered professional engineer in the states of Maryland and Connecticut. 17 

 In particular, I have been involved with planning, operating, and economic issues related 18 

to electric utility systems as an employee of and as a consultant to a number of privately- 19 

and publicly-owned electric utilities over a period exceeding thirty years.  20 



P.J. Lanzalotta 
Direct Testimony 

Md.P.S.C. – May 2011 
Introduced as: 
OPC___(PJL) 

 

2 
 

I have presented expert testimony before the FERC and before regulatory commissions 1 

and other judicial and legislative bodies in 22 states, the District of Columbia, and the 2 

Provinces of Alberta and Ontario.  My clients have included utilities, state regulatory 3 

agencies, state ratepayer advocates, independent power producers, industrial consumers, 4 

the United States Government, environmental interest groups, and various city and state 5 

government agencies.   6 

A copy of my current resume is included as Exhibit___(PJL-1) and a list of my 7 

testimonies is included as Exhibit___(PJL-2). 8 

Q. What is the purpose of your testimony? 9 

A. I was retained to review Potomac Electric Power Company’s (“PEPCO” or “Company”) 10 

electric distribution service reliability performance as part of OPC’s participation in 11 

Maryland Public Service Commission (“PSC” or “Commission”) Case No. 9240 12 

(“Proceeding”).  This testimony presents the results of my review. 13 

Q. Please explain how you conducted your analyses. 14 

A. I have reviewed the following information in our investigation: 15 

i. The Evaluation of the Reliability and Quality of the Electric Distribution 16 

System of Potomac Electric Power Company Final Report (“Consultants’ 17 

Report”), dated March 2, 2011, and prepared by First Quartile Consulting 18 

and Silverpoint Consulting, LLC (“Consultants”) in this Proceeding, as 19 

well as interview notes and supporting documents. 20 
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ii. The Company’s responses to discovery questions submitted by the 1 

Commission (in Order No. 83552), OPC, Commission Staff, Montgomery 2 

County, and the Maryland Energy Administration, in this Proceeding. 3 

iii. Major Storm Reports for a) all Maryland utilities for the storm on 4 

February 5-12, 2010, b) PEPCO for each of the storms on July 25-31, 5 

2010, on August 5-7, 2010, and on August 12-15, 2010, and c) each of 6 

PEPCO and for Baltimore Gas and Electric Company (“BGE”) for the 7 

storm on January 26-31, 2010. 8 

iv) Annual Reliability Index Reports (filed as per Code of Maryland 9 

Regulations (“COMAR”) §20.50.07.06) a) by PEPCO for the years 2004 – 10 

2010 and b) by BGE for 2010.  11 

  12 

Q. Please summarize your conclusions. 13 

A. My testimony concludes that: 14 

 i) PEPCO’s electric service reliability to its Maryland service area has been getting 15 

worse over the past seven years, and was especially poor during major storms in 2010; 16 

ii) serious shortcomings in PEPCO’s vegetation management program were the principal 17 

causes of this poor storm performance and represents a potential violation of COMAR 18 

requirements; 19 
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iii) equipment failures and lightning were contributing causes to PEPCO’s reliability 1 

performance;  2 

iv) PEPCO’s failure to periodically inspect its overhead distribution facilities violates 3 

COMAR requirements; 4 

v) PEPCO’s difficulties in getting accurate ETRs (hereafter defined) from the automated 5 

OMS (hereafter defined) during the initial stages of major storms has contributed 6 

significantly to customer dissatisfaction.   7 

 8 

Based on the foregoing conclusions, I recommend that the Commission require that: 9 

a) PEPCO perform inspections of its distribution facilities at least once every five years; 10 

b) PEPCO institute the practice of inspecting storm-hit areas after service restoration is 11 

complete to find and repair storm damage that may have gone undetected during the 12 

storm; 13 

c) PEPCO to implement its current vegetation management plan, since it appears to be 14 

sufficient to remedy its historical shortcomings, if it is fully implemented and maintained 15 

for eight years and thereafter; 16 

d) PEPCO expand the priority feeder portion of PEPCO’s Reliability Enhancement Plan 17 

(“REP”) to at least the 40 feeder level as recommended by the Commission’s 18 

Consultants; 19 
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e) while both the distribution automation and the selective undergrounding portions of the 1 

REP can reduce customer interruptions, evaluate the potential cost concerns prior to any 2 

decision to implement these proposals; 3 

f) PEPCO improve its OMS and/or its ability to operate the OMS in high volume 4 

situations to automatically calculate ETRs. 5 

g) PEPCO use consistent categories of causes in all major storm reports, since its major 6 

storm reports frequently change some of the categories of causes into which customer 7 

interruptions and customer interruption hours are broken down into from one report to the 8 

next.   9 

h) PEPCO report annually to the Commission on PEPCO’s progress on implementing 10 

these recommendations.       11 

   12 

Historical Reliability Performance 13 

Q. Please describe the basis for concerns about PEPCO’s electric service reliability 14 

which led to the Commission’s initiation of this Proceeding. 15 

A. In 2010, PEPCO’s Maryland service area experienced a number of storms which resulted 16 

in large numbers of lengthy customer service interruptions, poor communications with 17 

customers, and many resultant complaints.  In addition, the Commission reports receiving 18 

complaints of frequent and inexplicable service interruptions even when there are no 19 
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storms.   As a result, the Commission instituted this Proceeding to investigate these 1 

issues, including but not limited to the following: 2 

• The number of customers affected by recent power outages; 3 

• The root causes for the scope, frequency and duration of outages - 4 

either storm or non-storm related; 5 

• The communications failures that have occurred and continue to 6 

occur between Pepco and affected customers; and 7 

• Pepco' s inability to communicate estimated times of restoration to 8 

affected customers in a timely manner.1 9 

Q. Please describe the basic structure of PEPCO’s electric distribution system. 10 

A. Pepco’s electric distribution system moves electric power from PEPCO’s high voltage2 11 

transmission system to the ultimate user of that electricity.  There are sub-transmission 12 

circuits that take power from transmission lines after it has been stepped down to a lower 13 

voltage, generally 69,000 volts (69 kV), at a sub-transmission substation.  Sub-14 

transmission circuits supply distribution substations, which are located closer to the end 15 

users and which lower the voltage further.3 Typically, each distribution substation 16 

supplies a dozen or so primary distribution circuits, frequently called feeders, which 17 

extend out from the distribution substation and run to immediate vicinity of the end users. 18 

 19 

PEPCO’s Electric Service Reliability  20 

                                                            
1 Order No. 83526. 

2 High voltage transmission is generally considered to be those facilities operating at 115,000 volts (115 kV) and 
higher. 

3 The most typical distribution voltages are in the 4 kV to 15 kV range, although some utilities may voltages outside 
this range for distribution purposes.   
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 Q. How is electric service reliability to electric customers measured on electric utility 1 

systems? 2 

A. Electric service reliability to customers is measured using various metrics or reliability 3 

indices.  Among the most widely-used reliability indices are those published by the 4 

IEEE4, a technical society.  In IEEE Standard 1366-2003, a large number of reliability 5 

indices are defined, along with related topics.  Among the most commonly used of these 6 

reliability indices are SAIFI, a measure of the average customer outage frequency, and 7 

SAIDI, a measure of the average customer outage duration.  SAIDI and SAIFI are 8 

defined thusly: 9 

System average interruption frequency index (SAIFI):  This index indicates 10 

how often the average customer experiences an interruption5 to their electric 11 

service over a predefined period of time, as used in this testimony, a year. 12 

Mathematically, SAIFI equals the sum of the total number of interruptions6 13 

experienced by customers divided by the total number of electric customers.  For 14 

example, a SAIFI of 2.0 for a period of a year means that the average electric 15 

customer experienced two service interruptions in that year.  A higher value for 16 

SAIFI reflects lower electric service reliability. 17 

                                                            
4 “IEEE” means and refers to The Institute of Electrical and Electronics Engineers, Inc. 

5 SAIFI and SAIDI both look only at sustained electric service interruptions, but not at momentary electric service  
interruptions, which are limited in duration to the amount of time it takes to restore service via immediate switching 
operations, up to much as 5 minutes in duration.  If an interruption cannot be classified as momentary, it is 
considered to be sustained. 

6 If an electric distribution circuit with 1,000 electric customers connected to it suffers a complete outage of all its 
customers, that is equivalent to 1,000 customer interruptions. 
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 1 
System average interruption duration index (SAIDI):  This index indicates the 2 

total duration of the electric service interruptions for the average customer during 3 

a predefined period of time, as used in this testimony, a year.  It is commonly 4 

measured in customer minutes (or hours) of service interruption. Mathematically, 5 

SAIDI equals the sum of the total number of customer interruption minutes during 6 

the year divided by the total number of electric customers.  For example, a SAIDI 7 

of 120 for a period of a year means that the average electric customer experienced 8 

a total of 120 minutes of electric service interruption in that year.  A higher value 9 

for SAIDI reflects lower electric service reliability.  10 

Q. Are all electric service interruptions included in the calculation of these reliability 11 

indices, even if they are the result of a major storm? 12 

A. Weather is a major driver of electric service interruptions.  Storms with intense wind, ice, 13 

and/or snow conditions can cause greatly increased numbers of customer electric service 14 

interruptions and can cause increased duration of those service interruptions as well.  15 

Because weather varies from year to year, some weather-related customer outage data 16 

may be withheld from the calculation of some of these electric service reliability indices 17 

in an attempt to develop electric service reliability indices that reflect the inherent 18 

reliability of the electric system as designed and maintained, without any influence from 19 

extraordinary weather events.  Maryland’s COMAR currently defines major storms as 20 

weather-related events when 10% or 100,000 of an electric utility’s Maryland customers 21 

(whichever is less) experience a sustained interruption of electric service, and when 22 
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service restoration to these customers takes more than 24 hours.7 This definition is used 1 

in the annual reports of reliability indices that Maryland utilities file with the 2 

Commission as required by COMAR §20.50.07.06.  A different definition for major 3 

storms or major events is supported by the IEEE and is used by an increasing number of 4 

utilities for reliability analysis.  This IEEE definition defines a major event day as 5 

occurring anytime the daily SAIDI for a utility, such as PEPCO, reaches a level that 6 

exceeds a target level.  This target level is calculated based on up to five years of 7 

historical daily SAIDI data for that utility and is used for the entire year.8 8 

 9 

Maryland electric utilities typically use two sets of reliability index data, one set that 10 

excludes all customer interruption data from during major storms or major events (using 11 

one of the two major event definitions mentioned above9), and one set that includes all 12 

interruption data.  The reliability indices that include all interruption data, regardless of 13 

major storms or events, are useful because these indices show what electric customers are 14 

actually experiencing in the way of electric service reliability.  My testimony looks at 15 

both sets of reliability indices.   16 

                                                            
7 COMAR §20.50.01.03(10).  Proposed changes to Maryland regulations are currently pending which would change 
the term “major storm” to “major event” and, among other things, remove the weather-related requirement.  RM 43 -
- Revisions to COMAR 20.50 - Service Supplied by Electric Companies - Proposed Reliability and Service Quality 
Standards. 

8 The calculation involves i) taking the natural logarithm for each daily SAIDI in the historical data set, ii) 
determining the average and the standard deviation of these logarithms, and iii) calculating the major event day 
threshold from this average and standard deviation.  During the following year, any day with a daily SAIDI that 
exceeds the major event day threshold is considered a major event day. 

9 The PEPCO SAIFI and SAIDI performance discussed herein uses the IEEE definition for major event data. 
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Q. How has PEPCO’s electric service reliability performance been over the period of 1 

time leading up to this investigation? 2 

A. PEPCO has exhibited steadily declining electric distribution service reliability over the 3 

past seven years in some reliability indices and has experienced significant increases in 4 

its storm-related reliability problems.  Table 1, below, shows PEPCO’s SAIFI 5 

performance over the past seven years, first excluding interruption data from major 6 

events10, and then including it.11   7 

Table 1 8 

SAIFI Excluding Major Events 

Year  Pepco  DC  Maryland  PG  MC 

2004  1.22  0.73  1.44  1.64  1.30 

2005  1.34  0.92  1.53  1.62  1.47 

2006  1.44  0.85  1.72  1.88  1.60 

2007  1.69  1.04  2.00  2.52  1.62 

2008  1.73  1.05  2.03  2.27  1.85 

2009  1.74  1.06  2.06  2.06  2.07 

2010 (11Mo)  1.88  1.15  2.23  1.92  2.46 

SAIFI Including Major Events 

Year  Pepco  DC  Maryland  PG  MC 

2004  1.37  0.78  1.63  1.87  1.45 

2005  1.83  1.44  2.01  1.95  2.05 

                                                            
10 This data uses the IEEE definition for major event days because that was what PEPCO provided in response to 
discovery requests.  This generally results in lower values for SAIFI and SAIDI with major events excluded than if 
the COMAR definition is used.  That is, SAIFI and SAIDI with major events excluded determined using the IEEE 
definition of major event days will generally reflect better electric distribution reliability than the same indices 
determined using the COMAR definition. 

11  All of the SAIFI data shown in Table 1 is taken from PEPCO’s response to Consultants’ Data Request No. 72, 
Attachment 1, which is attached hereto as Exhibit ___(PJL-6).  Please note that data for 2010 is through November 
only.  In addition, calculation of the Maryland SAIFI indices were based on the retail customer data provided by 
PEPCO in the Attachment to its response to Montgomery County Data Request No. 6-2, which is attached hereto at 
Exhibit ___ (PJL-7).   
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2006  2.13  1.08  2.61  3.00  2.33 

2007  1.86  1.07  2.23  2.92  1.73 

2008  2.33  1.24  2.85  3.15  2.59 

2009  1.74  1.06  2.06  2.06  2.07 

2010 (11Mo)  3.18  1.58  3.96  3.00  4.65 

   1 

Table 1 shows SAIFI for (i) PEPCO as a whole, (ii) each of PEPCO’s District of 2 

Columbia (“DC”) and Maryland service areas, and, finally, (iii) PEPCO’s service areas in 3 

each of Maryland’s Prince George’s County (“PG”) and Montgomery County (“MC”) for 4 

2004 through 2010.  5 

 Looking first at PEPCO’s SAIFI, excluding major events, we see that it has increased 6 

every year, from 1.22 interruptions per customer per year in 2004 to 1.88 interruptions in 7 

2010, an increase of about 54% over 7 years. (As stated previously, a higher SAIFI value 8 

means more interruptions per customer per year, so a higher SAIFI means lower 9 

reliability.)  PEPCO’s two jurisdictions, DC and Maryland, have substantially different 10 

levels of SAIFI performance (excluding major events), with DC’s SAIFI ranging from 11 

0.73 interruptions per customer per year in 2004 to 1.15 interruptions in 2010 (an 12 

increase of 58%), as compared with Maryland’s SAIFI, which ranges from 1.44 13 

interruptions in 2004 to 2.23 interruptions in 2010 (an increase of 55%).  Although the 14 

percentage increase over the time period is about the same for both jurisdictions, 15 

Maryland is starting from a much worse position since its SAIFI in 2004 is nearly twice 16 

as high as that of DC for the same year.  DC’s SAIFI (excluding major events) is also 17 

about half or slightly more than half that of Maryland’s in most of these years.  PEPCO’s 18 

Maryland SAIFI (excluding major events) increases every year from 2004 to 2010.  19 
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Finally, looking at the breakdown of PEPCO’s Maryland SAIFI (excluding major events) 1 

performance by county, PG’s SAIFI (excluding major events) ranges from 1.64 2 

interruptions per customer per year in 2004 to 1.92 interruptions in 2010 (an increase of 3 

17%), while MC’s SAIFI (excluding major events) ranges from 1.30 interruptions per 4 

customer per year in 2004 to 2.46 interruptions in 2010 (an increase of 89%).  PEPCO’s 5 

MC SAIFI (excluding major events) increases every year from 2004 to 2010. 6 

 I mentioned earlier that the reliability indices excluding major events are typically 7 

considered to be more representative of the basic reliability inherent in the design, 8 

construction, and maintenance of a utility’s electric system, while the reliability indices 9 

including major events reflects total performance, including during major storms, which 10 

can vary substantially from year to year.  Using this perspective, we see a consistent 11 

increase in PEPCO’s SAIFI values, excluding major events, which reflects a consistent 12 

decline in PEPCO’s reliability for the period 2004 to 2011.  In MC, this reliability decline 13 

in 2010 was a substantial 19%12 compared to 2009, as measured by SAIFI excluding 14 

major events.   15 

 Looking at PEPCO’s SAIFI performance including major events on the lower half of 16 

Table 1, note that SAIFI is higher when including major events, except for 2009 which 17 

reflects the same SAIFI values both with and without major events because no major 18 

events occurred that year.  PEPCO’s total Company SAIFI including major events ranges 19 

from 1.37 interruptions per customer per year in 2004 to 3.18 interruptions in 2010.  The 20 

                                                            
12 2.46 ÷ 2.07 = 1.1884 
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2010 value is more than 36% greater than the next highest year, 2008.  Consistent with 1 

SAIFI excluding major events, PEPCO’s DC jurisdiction has consistently better SAIFI 2 

performance than Maryland, with a 2010 SAIFI including major events of 1.58 3 

interruptions per customer per year in DC as compared to PEPCO’s Maryland 4 

jurisdiction at 3.96 interruptions in 2010.  This 2010 Maryland value is approximately 5 

39% higher than the next highest year in 2008.  PEPCO’s MC service area had a SAIFI 6 

including major events of 4.65 interruptions per customer per year in 2010, a level that is 7 

about 80% higher than the next highest year, 2008.   8 

 To provide a point of comparison, BGE’s 2010 SAIFI was 1.48 interruptions per 9 

customer excluding major events and 1.58 interruptions per customer including major 10 

events.13  11 

These SAIFI values including major events show how storms decrease electric 12 

distribution system reliability.  In 2010, this impact was especially severe for SAIFI 13 

including major events performance in PEPCO’s MC service area.  14 

Q. Please discuss PEPCO’s historical SAIDI index performance. 15 

A. PEPCO SAIDI performance is summarized in Table 2 below. 16 

 17 

 18 

                                                            
13 BG&E’s 2010 Annual Reliability Indices Report, Mail Log #130867, p. 1 (“BGE 2010 Reliability Report”), a 
copy of which is attached hereto as Exhibit ___(PJL-8). 
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Table 2 1 

SAIDI Excluding Major Events 

Year  Pepco  DC  Maryland  PG  MC 

2004  97  78  105  115  98 

2005  198  178  207  199  213 

2006  247  210  264  284  249 

2007  252  215  268  338  218 

2008  256  209  276  313  249 

2009  184  141  205  207  203 

2010 (11Mo)  227  156  261  192  311 

SAIDI Including Major Events 

Year  Pepco  DC  Maryland  PG  MC 

2004  115  86  128  144  117 

2005  419  398  429  304  520 

2006  509  317  597  742  492 

2007  317  230  358  503  253 

2008  568  273  709  705  708 

2009  184  141  205  207  203 

2010 (11Mo)  1,553  494  2,065  851  2,947 

 2 

The SAIDI values in Table 2 reflect the total electric service outage duration, in minutes, 3 

of all the electric service outages experienced by the average PEPCO electric customer 4 

during each year.14   5 

Looking first at the values for PEPCO’s SAIDI excluding major events, in the top half of 6 

Table 2, the annual SAIDI for the total Company varies from 97 minutes per customer in 7 

2004 to 227 minutes in 2010, with the highest SAIDI values in 2006, 2007, and 2008, 8 

ranging from 247 to 256 minutes.  When PEPCO’s service territory is broken down into 9 

                                                            
14  As with Table 1 above, the SAIDI data for Table 2 is taken from Exhibit ___ (PJL-6) and calculation of the 
Maryland SAIDI indices were based on the retail customer data from Exhibit ___ (PJL-7). 
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its DC and Maryland jurisdictions, as was the case with the SAIFI analysis discussed 1 

above, the SAIDI (excluding major events) values for PEPCO’s DC jurisdiction are 2 

consistently lower (reflecting higher electric service reliability) than the SAIDI 3 

(excluding major events) for PEPCO’s Maryland jurisdiction.  DC’s SAIDI excluding 4 

major events is 78 minutes in 2004 and 156 minutes in 2010 with the highest values in 5 

2006, 2007 and 2008, ranging from 209 to 215 minutes.  PEPCO’s Maryland SAIDI 6 

values, excluding major events, are 105 minutes in 2004 and 261 minutes in 2010, with 7 

the highest values occurring in 2006, 2007, and 2008 in the range from 264 to 276 8 

minutes.  Looking at PG and MC individually, PG’s SAIDI excluding major events is 9 

115 minutes in 2004 and 192 minutes15 in 2010, with the highest SAIDI values occurring 10 

in the 2006-2008 time period, peaking at 338 minutes in 2007.  MC’s SAIDI (excluding 11 

major events) ranges from a low of 98 minutes in 2004 to a peak of 311 minutes in 2010, 12 

with 2010 showing a 53% increase in SAIDI (excluding major events) over the previous 13 

year 2009. 14 

The performance of PEPCO’s SAIDI (excluding major events) reliability index over the 15 

seven years of historical performance we are looking at (2004 to 2010) is less conclusive 16 

than was PEPCO’s SAIFI performance because the 2010 performance was not the least 17 

reliable year for all jurisdictions identified in Tables.  In most cases, however, the 2010 18 

SAIDI performance (excluding major events) was worse than 2009, with MC leading the 19 

way with a 53% increase in SAIDI (excluding major events) in 2010 over 2009.  20 

                                                            
15 This 2010 SAIDI value (excluding major events) for PG is the second lowest in the last seven years. 
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PEPCO’s SAIDI performance including major events is more conclusive.  Looking at the 1 

bottom half of Table 2, we see that PEPCO’s 2010 SAIDI performance (including major 2 

events) suffered a dramatic deterioration.  For the entire Company, PEPCO’s SAIDI 3 

(including major events) for 2010 was 1,553 minutes (25.88 hours) of electric service 4 

interruption per customer, compared to its next highest year in 2008 with 569 minutes 5 

(9.48 hours).   6 

For PEPCO’s DC jurisdiction, SAIDI including major events was 494 minutes (8.23 7 

hours) in 2010, compared to its next highest year in 2005 with 398 minutes (6.63 hours).   8 

By comparison, PEPCO’s SAIDI (including major events) performance in Maryland in 9 

2010 was 2,065 minutes (34.41 hours) of electric service interruption per customer, 10 

compared to its next highest year in 2006 with 597 minutes (9.95 hours).  In 2010, 11 

PEPCO’s Maryland customers experienced, on average, i) more than four times the 12 

electric service outage minutes than DC customers experienced, and ii) almost 3.5 times 13 

the previous annual outage minutes peak16 in 2006.   14 

PEPCO’s Maryland SAIDI (including major events) electric service outage performance 15 

in 2010 is even more dramatic when MC is examined individually.  To be sure, PG’s 16 

SAIDI of 851 minutes (including major events) (14.18 hours) was at its highest level in at 17 

least seven years and more than 70% higher (less reliable) than DC’s.  But, PEPCO’s MC 18 

service area experienced much worse reliability performance.  PEPCO’s MC 2010 SAIDI 19 

including major events was 2,947 minutes of outages per customer for the year.  That’s 20 

                                                            
16 Within the seven year period 2004 – 2010. 
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49.12 hours, or 2.05 days, of electric service interruption per customer on average for the 1 

year.  This 2010 SAIDI (including major events) performance in MC reflects a total 2 

outage duration per customer that is about 6 times longer than that experienced by 3 

Pepco’s DC customers. 4 

By way of comparison, BG&E reported SAIDI values (excluding major events) for 2010 5 

of 4.52 hours (271 minutes), and of 5.46 hours (328 minutes) including major events.17  6 

Note that the difference in SAIDI values including major events for 2010 between 7 

PEPCO’s Maryland service area (2,065 minutes) and BG&E (328 minutes) highlight 8 

PEPCO’s reliability problems during major events.18  9 

Q. What is your evaluation of this reliability performance by PEPCO? 10 

A. PEPCO’s overall reliability performance has exhibited a consistent worsening of 11 

customer outage frequency in its Maryland service area over the past seven years, as 12 

reflected in values for SAIFI excluding major events.  When including major events, 13 

PEPCO’s SAIFI performance in 2010 in Maryland, and particularly in MC, was 14 

substantially worse than in any of the other six preceding years.   15 

PEPCO’s reliability performance exhibited dramatic increases in average outage duration 16 

in 2010, as reflected in values for SAIDI including major events.  While an increase in 17 

SAIDI due to an increase in major storms is normal, increases of the level experienced by 18 

PEPCO reflect more than just variations in weather.  As I will discuss later in my 19 

                                                            
17 Exhibit ___ (PJL-8) (BG&E 2010 Reliability Report) p. 1. 

18 Exhibit ___ (PJL-8) (BG&E 2010 Reliability Report) , p. 1. 
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testimony, poor vegetation management practices, lack of system inspections, and other 1 

factors helped produce a situation where the effects of the 2010 storms on PEPCO’s 2 

electric system were greatly increased from what would have been expected in the event 3 

of adequate system maintenance.    4 

What is Causing PEPCO’s Deteriorating Reliability Performance? 5 

Q. What are the leading causes of customer electric service interruptions on PEPCO’s 6 

electric system in Maryland? 7 

 A. My review shows that tree-related electric service interruptions are the leading cause of 8 

such interruptions, and that equipment failure and lightning are significant contributors. 9 

In order to investigate this question, I reviewed PEPCO’s major storm reports to the 10 

Commission for the four major storms to hit PEPCO’s Maryland service area in 2010 11 

(collectively, “PEPCO Major Storm Reports”),19 as well as information related to the 12 

least reliable distribution feeders in PEPCO’s Maryland service area as reported to the 13 

Commission in PEPCO’s annual reliability indices reports for 2009 and 2010.20  I also 14 

                                                            
19 PSC Case No. 9220, In The Matter Of An Investigation Into The Performance Of Utilities During The Snow 
Storms Between The Period February 5 Through February 12, 2010, State of Maryland Major Storm Report 
February 5-12, 2010:  Snow Storm (ML#121772) (“February Storm Report”); State of Maryland Major Storm 
Report July 25-31, 2010:  Severe Thunderstorm (ML#124982) (“July Storm Report”); State of Maryland Major 
Storm Report August 5-7, 2010:  Severe Thunderstorm (ML#125122) (“August 5-7 Storm Report”); and State of 
Maryland Major Storm Report August 12-15, 2010:  Severe Thunderstorm (ML#125269) (“August 12-15 Storm 
Report,” together with the February Storm Report, July Storm Report, and August 5-7 Storm Report, the “PEPCO 
Major Storm Reports”).  Copies of the February Storm Report, July Storm Report, August 5-7 Storm Report and 
August 12-15 Storm Report are attached hereto as Exhibit ___(PJL-9), Exhibit ___(PJL-10), Exhibit ___(PJL-11), 
and Exhibit ___(PJL-12), respectively. 

20   2009 Annual Reliability Indices Reporting, ML#122846 (“PEPCO 2009 Reliability Report”), and 2010 Annual 
Reliability Indices Reporting, ML#130919 (“PEPCO 2010 Reliability Report,” together with the “PEPCO 2009 
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reviewed the Consultants’ Report and underlying support documents such as data 1 

responses and interview notes. 2 

 My review of the PEPCO Major Storm Reports is summarized in Exhibit___(PJL-3) 3 

attached to this testimony.  Exhibit___(PJL-3) shows a breakdown of customer-4 

interruptions (shown as “Customers”) and customer interruption hours (shown as 5 

“Interruption Hours”) by the cause for the interruption.  Causes included are Tree, 6 

Equipment (failure), Lightning, Ice, Wind, Other Weather, and Other Causes.21  PEPCO 7 

has indicated22 that it considers the interruption causes of Tree and Wind to both be tree-8 

related.  The Consultants’ Report also made reference to the fact that many of the tree-9 

related outages the Consultants reviewed had “storm” listed as the cause on the system 10 

operator logs.23   11 

 Exhibit___(PJL-3) lists the actual numerical metrics (number of customer interruptions 12 

and number of customer interruption hours) for each interruption cause with the percent 13 

of the total for each cause listed below the numerical metrics.  For example, for the 14 

winter storm(s) of February 5-12, 2010, there were 93,071 customer interruptions and 15 

                                                                                                                                                                                                
Reliability Report,” the “PEPCO Reliability Reports”).  Copies of the PEPCO 2009 Reliability Report and the 
PEPCO 2010 Reliability Report are attached hereto as Exhibit ___(PJL-13),  and Exhibit ___(PJL-14), respectively. 

 

21  Exhibit ___ (PJL-9) (February Storm Report) p. 24; Exhibit ___ (PJL-10) (July Storm Report) p. 24; Exhibit ___ 
(PJL-11) (August 5-7 Storm Report) p. 16; and Exhibit ___ (PJL-12) (August 12-15 Storm Report) p. 17.  

22 Exhibit ___ (PJL-17) (PEPCO January Storm Report), p. 25.     

23  Consultants’ Report, p. 22. 
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1,822,470 customer interruption hours due to “Tree”,24 which represented 35% of the 1 

total customer interruptions and 51% of the total customer interruption hours experienced 2 

in PEPCO’s Maryland service area during this storm.  Below this percentage breakdown 3 

is the total percentage of customer interruptions and customer interruption hours due to 4 

“Tree” and “Wind”, which I am considering for purposes of this testimony as being tree-5 

related.  For example, for the February 5-12, 2010 storm, 82% of both customer 6 

interruptions and customer interruption hours are tree-related. 7 

 Exhibit___(PJL-3) shows the percentage of customer interruptions and customer 8 

interruption hours due to each cause for each of the four major storms running across the 9 

top of the Exhibit.  Line 22 of Exhibit___(PJL-3), shows that a majority of the customer 10 

interruptions and customer interruption hours are considered tree-related in the three 11 

storms on February 5-12, July 25-31, and August 5-7.  In the fourth storm, on August 12-12 

15, only 33% of the customer interruptions and 44% of the customer interruption hours 13 

are considered tree-related.  In this storm, lightning was the majority cause (51%) of 14 

customer interruptions, with no single cause being responsible for a majority of the 15 

customer interruption hours. 16 

 17 

Below the individual storm information in Exhibit___(PJL-3) are two summary sets of 18 

data.  The set of data on the left, under the heading “Total 3 Summer Storms,” is for the 19 

total of the three summer storms (i.e. July 25-31, August 5-7, and August 12-15), and 20 

                                                            
24 February Storm Report, p. 24.   
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shows that 57% of the customer interruptions and 67% of the customer interruption hours 1 

are considered tree-related.  This set of data also shows that, for these summer storms, 2 

lightning was also a major cause of outages with 29% of customer interruptions and 20% 3 

of customer interruption hours. 4 

To the right of the total statistics for the three summer storms in Exhibit___(PJL-3) is 5 

data which totals up all four 2010 storms.  This data, under the column entitled “Total 4 6 

Storms,” shows that 64% of customer interruptions and 70% of customer interruption 7 

hours for all four 2010 storms are tree-related.  This data also shows that, after the causes 8 

considered to be tree-related, i.e., Tree and Wind, the next biggest cause of customer 9 

interruptions and customer interruption hours is lightning with responsibility for 21% of 10 

customer interruptions and 16% of customer interruption hours. 11 

Q. Do you have any other comments on PEPCO’s storm outage statistics? 12 

A. Yes.  PEPCO changed some of the cause categories it used in the PEPCO Major Storm 13 

Reports part of the way through the year.  The result of these changes was that the 14 

February Storm Report and the August 12-15 Storm Report had “weather – wind” as a 15 

cause of outages,25 while other two reports (for July 25-31 and Aug. 5-7) did not use this 16 

cause.26  Rather, the July Storm Report and August 5-7 Storm Report used the cause of 17 

“weather other than lightning,” which appears to have combined “weather – wind” and 18 

                                                            
25 Exhibit ___ (PJL-9) (February Storm Report) p.24; and Exhibit ___ (PJL-12) (August 12-15 Storm Report) p. 17. 

26 Exhibit ___ (PJL-10) (July Storm Report) p. 24; and Exhibit ___ (PJL-11) (August 5-7 Storm Report) p. 16. 
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“weather – other”.27  Also, the August 5-7 Storm Report and the August 12-15 Storm 1 

Report  include “source lost” as a separate category of outage causes28 while the February 2 

and July Storm Reports  do not use this cause category, and may possibly include data 3 

from this outage cause under another cause category, such as “Other Causes”.  These 4 

changes make it difficult to see how PEPCO’s performance during major storms may 5 

vary from one storm to the next, or from one year to the next, as well as to discern the 6 

extent and underlying vulnerabilities on the system.     7 

Q. You also made reference to your review of information related to the least reliable 8 

distribution feeders in PEPCO’s Maryland service area as reported to the 9 

Commission in the PEPCO Reliability Reports.  Please describe. 10 

A. In its recently filed PEPCO 2010 Reliability Report, the Company lists outage cause 11 

responsibility percentages for what it calls its 2011 Maryland Priority Feeders.29  These 12 

outage cause percentages are listed in Exhibit___(PJL-4) which shows these outage cause 13 

percentages for 14 Maryland feeders with the poorest reliability and calculates the 14 

average outage cause percentages for each of the causes.  The “Tree” outage cause 15 

category had an average value of 52% (out of a possible 100%), while the next highest 16 

cause was “Equipment” (failure) with 22%.  “Unknown” was third with 11%. 17 

                                                            
27 Exhibit ___ (PJL-10) (July Storm Report) p. 24; and Exhibit ___ (PJL-11) (August 5-7 Storm Report) p. 16. 

28 Exhibit ___ (PJL-11) (August 5-7 Storm Report) p. 16; and Exhibit ___ (PJL-12) (August 12-15 Storm Report) p. 
17.  

29 Exhibit ___ (PJL-14) (PEPCO 2010 Reliability Report), Table 3, pp. 10-14. 
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 These results attribute the major portion of outages on these 14 poorly performing 1 

distribution feeders to tree-related causes. 2 

Q. Please summarize your outage cause findings. 3 

A. My review of customer interruption data from the PEPCO Major Storm Reports and from 4 

the PEPCO 2010 Reliability Report shows that tree-related faults were the major cause of 5 

reliability problems on PEPCO’s Maryland electric distribution system.  Data from the 6 

PEPCO Major Storm Reports indicated that lightning was the next biggest cause of 7 

customer interruptions, while data from the PEPCO 2010 Reliability Report indicated 8 

that equipment failure was the next biggest cause of customer interruptions. 9 

Q. Do you have any related comment on data that should be reflected in future filings 10 

by PEPCO in its Annual Reliability Indices Report? 11 

A. Yes.  The major storm reports in Maryland include a breakdown by cause of customer 12 

interruptions and customer interruption hours.  I recommend that the Annual Reliability 13 

Indices Reports also include a similar breakdown by cause for customer interruptions and 14 

customer interruption hours that occur outside of major storms.  15 

Q. How does the fact that tree-related causes were the major cause of customer 16 

interruptions explain the fact that customer outage durations during the major 17 

storms in 2010 were so lengthy in PEPCO’s Maryland service area? 18 

A. By itself, the fact that tree-related causes were the major cause of customer interruptions 19 

does not explain PEPCO’s Maryland outage durations during major storms in 2010.  20 



P.J. Lanzalotta 
Direct Testimony 

Md.P.S.C. – May 2011 
Introduced as: 
OPC___(PJL) 

 

24 
 

However, because PEPCO’s vegetation management shortcomings were widespread, 1 

when a major storm hit PEPCO’s Maryland service area, the storm caused many more 2 

customer interruptions per distribution circuit than was the case for other Maryland utility 3 

systems.  To demonstrate, I will use the twin snowstorms of February, 2010, which hit 4 

many areas of Maryland with record snowfall levels.  Table 3, below, was filed in March 5 

2010 in comments filed by OPC30. 6 

 7 

Table 3 8 

Allegheny 
Power BGE Choptank DPL PEPCO SMECO 

MD Service Area (Sq Mi) 2,544  2,300  2,742  3,471  575  1,150  
OH Distribution (Cir Mi) 5,500  9,384  2,133  3,727  3,482  3,726  
Cir Mi per Sq Mi 2.2  4.1  0.8  1.1  6.1  3.2  
Cust Interruptions per Cir 
Mi 2.6  15.2  17.9  23.1  75.9  10.4  
 9 

 Table 3 shows, for each of the major Maryland electric utility systems, (i) the Maryland 10 

service area in square miles, (ii) the miles of overhead (OH) distribution circuits, (iii) the 11 

circuit miles of overhead distribution per square mile of service area (which reflects 12 

service area load density), and (iv) the number of customer interruptions experienced 13 

during the February 5-12, 2010 storm per circuit mile of overhead distribution (which 14 

reflects customer interruption density).  Note that PEPCO’s 75.9 customer interruptions 15 

per circuit mile of overhead distribution were more than three times that of the next 16 

                                                            
30 Actually, Table 3 reflects corrected data filed a few days after the original OPC comments were filed.  PSC Case 
No. 9220, OPC Supplemental Comments, Mail Log#122062, p. 5.  A copy of the OPC Supplemental Comments is 
attached hereto as Exhibit ___ (PJL-15). 
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hardest hit utility, Delmarva Power & Light Company (DPL), with 23.1 customer 1 

interruptions per circuit mile of overhead distribution.  Given this volume of customer 2 

interruptions, it does not seem surprising that service restoration for PEPCO’s customers 3 

would take longer than for other Maryland utilities.4 

PEPCO’s Vegetation Management Program 5 

Q. Why have PEPCO’s reliability problems with trees become such a factor in the 6 

Company’s electric service reliability performance? 7 

A. The adverse electric service reliability impacts of PEPCO’s vegetation management 8 

program has resulted from a number of factors.  First, perhaps the most important such 9 

factor was the inadequate level of funding for maintenance tree-trimming on the 10 

distribution system.  Exhibit___(PJL-5) compares budgeted versus actual distribution 11 

O&M31 for Maryland annual tree-trimming expenses for the period 2004 through 2010.32  12 

PEPCO’s actual Maryland spending on distribution O&M trimming was $5.4 million in 13 

2004.  From 2005 through 2009, PEPCO’s actual Maryland distribution tree-trimming 14 

expenditures were consistently below this level, sometimes below $4 million per year, 15 

and budgeted amounts in some years, particularly 2005 and 2007, were cut even more 16 

drastically.  Once electric service reliability became more of an issue in early 2010, the 17 

tree trimming budget for Maryland distribution O&M increases from $4.3 million in 18 

                                                            
31 O&M [Operation and Maintenance] tree-trimming maintains existing facilities, as compared to capital tree-
trimming which is to accommodate newly-constructed facilities. 

32 PEPCO’s response to Montgomery County Data Request 4-25 Attachment, a copy of which is attached hereto as 
Exhibit ___ (PJL-16). 
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2009 to more than $7.3 million in 2010, and actual spending increased from $5 million in 1 

2009 to more than $11 million in 2010.  This increase of more than 100% in tree-2 

trimming expenditures in 2010 indicates the extent of the inadequacy of the spending 3 

levels of $3.9 million to $5.1 million during the previous five years.  PEPCO’s tree-4 

related reliability performance in 2010 is another indication of the insufficiency of 5 

PEPCO’s tree-trimming spending levels during 2004 through 2009.   6 

Second, because of these inadequate tree-trimming budgets and expenditures prior to 7 

2010, PEPCO kept changing its approach to tree trimming multiple times during the 8 

preceding years.  The Consultants’ Report states: 9 

We discussed with Pepco the details of its vegetation management programs and 10 

practices over the last dozen years.  We found that Pepco kept revamping its 11 

vegetation management program in an attempt to use its available funds in the 12 

most efficient manner possible.33 13 

 While using tree-trimming funds in as efficient a manner as possible has value, changing 14 

the tree-trimming program can result in additional costs.  Again, as noted by the 15 

Consultants in the Consultants’ Report : 16 

At the beginning of 2010, Pepco significantly overhauled its sub-transmission and 17 

distribution vegetation management program so that it would now trim trees on a 18 

four-year cycle to provide a clearance zone of four years’ growth from the wires, 19 

which increased the amount of trimming required that year. Since it was trying to 20 

transition from a two-year cycle to a four-year cycle, in addition to trimming one-21 

quarter of its system for four years of growth, the Company also had to perform 22 

spot trimming on the other three-quarters of its system to prevent further 23 

degradation.34 24 

 25 

                                                            
33 Consultants’  Report, p.36. 

34 Consultants’  Report, p.37. 
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 One way PEPCO tried to increase the effectiveness from its tree-trimming budgets was to 1 

use condition based maintenance (“CBM”), in which more distribution feeders were 2 

selected for tree-trimming based on each feeder’s tree SAIFI35 and fewer were selected 3 

based on a time-based cycle.  The Consultants provided the following description of the 4 

CBM vegetation management program: 5 

From 1999 until 2003, Pepco performed its distribution vegetation management 6 

program on a plat basis, which means that it inspected and trimmed lines and 7 

substations by defined areas. The Company also included its worst performing 8 

feeders (2 percent of its feeders or roughly 14 circuits in Maryland) into its yearly 9 

schedule as required, regardless of location. 10 
 11 

In 2003, Pepco began doing less trimming within each plat in order to stretch its 12 

available budget. Pepco introduced “condition-based” maintenance to its plat-13 

based trimming program.  It identified those feeders in each plat with a Tree 14 

SAIFI of 2.5 (i.e., a circuit with 2.5 or more outages due to trees in a year) and 15 

trimmed those feeders to the prescribed requirements. On the remaining feeders, 16 

the Company patrolled and lightly trimmed if needed to maintain the two years’ 17 

growth distance from wires.  Even with the reduction in workload, the Company 18 

did not complete ten percent of its scheduled work.   19 

 20 

From 2004 to 2007, Pepco continued its two-year plat-based vegetation 21 

maintenance program with the emphasis on lines with 2.5 Tree SAIFI or higher—22 

but now only within the Washington Beltway.  Outside the Beltway (which is 23 

most of the Maryland territory), Pepco cut its program back to focus on only the 24 

three-phase portion of the distribution lines, relying primarily on “hotspot” 25 

trimming for the one-phase portion of those circuits.   26 

 27 

In the same four years, Pepco’s SAIDI and CAIDI in Maryland essentially 28 

tripled.36    29 

  30 

                                                            
35 “Tree SAIFI” is the frequency of outages that are tree-related. 

36 Consultants’ Report, pp. 36-37. 
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 The increase in CBM meant that distribution feeders which were experiencing fewer tree-1 

related electric service interruptions were less likely to be trimmed and trees along, 2 

around, and above such feeders were allowed to grow with fewer restraints.  (In addition, 3 

reduced tree-trimming expenditures meant that less tree trimming was being performed, 4 

regardless of the trimming program.)  Since tree growth is gradual, any reliability impacts 5 

from reduced levels of distribution tree trimming under the CBM program may not be 6 

noticeable and may take several years to become evident.  Eventually, however, 7 

increased vegetation in close proximity to distribution wires will negatively impact 8 

reliability.  Further, these negative reliability impacts will be increased greatly during big 9 

storms where high winds, heavy snow, and/or accumulations of ice can cause portions of 10 

the untrimmed, and therefore,  increased vegetation to make contact with or come down 11 

on top of distribution conductors, sometimes taking distribution conductors down in the 12 

process. 13 

Q. In your preparation for this Proceeding, did you come across any factors you think 14 

may have contributed to Pepco’s decisions to reduce or hold down its distribution 15 

O&M tree trimming budgets and expenditures in Maryland? 16 

A. Yes, in reviewing certain discovery for this Proceeding, there appears to be a correlation 17 

between annual dividends paid to the commons stock shareholders of PEPCO Holdings, 18 

Inc. (“PHI”) and O&M budgets and expenditures of PEPCO.  On the lower portion of 19 

Exhibit___(PJL-5), the annual cash dividends paid to holders of the common stock of 20 

PHI  are calculated for the years 2004 to 2010.  Line 11 of the Exhibit shows the annual 21 

cash dividend per share of common stock.  In 2006, when PHI increased its dividend 22 
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from $1.00 to $1.04 per share (a 4% increase), PEPCO reduced its expenditures on 1 

Maryland distribution tree-trimming to $3.9 million, its lowest level of the entire period 2 

from 2004 to 2010 and a 13.8% decrease from 2005.  In 2009, PHI increased its common 3 

stock dividend again from $1.04 to $1.08.  Likewise, in 2009, PEPCO’s Maryland O&M 4 

distribution tree-trimming expenditures were also reduced from the level of expenditures 5 

in 2008.  Of course, PHI common stock reflects not only what happens in PEPCO’s 6 

Maryland service area, but all of PEPCO as well as PHI’s other utility subsidiaries.  As 7 

shown on line 14 of Exhibit___(PJL-5), however, the annual increase in cash dividends 8 

that PHI had to fund as a result of the increases in the common stock dividend started at 9 

$7.6 million in 2006 and increases every year until, in 2010, when dividends reach $17.9 10 

million. 11 

Equipment Failure and Lightning Impacts 12 

Q. Your prior analyses indicated that, after tree-related faults, lightning-related faults 13 

during the major storms and equipment failure during other times were the next 14 

most substantial sources of customer interruptions in PEPCO’s Maryland service 15 

area.  Please discuss. 16 

A. Equipment failure can result from age, storm damage, or other causes as well.  In their 17 

Report, the Consultants state: 18 

During our circuit inspection, we found a considerable number of items that 19 

should have been identified and fixed during systematic inspections, but were not, 20 

including: 21 

• Broken, split, or deteriorated poles and cross arms 22 

• Blown lightning arrestors 23 
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• Dangling live secondaries from transformers 1 

• Broken guy wires and head guys and missing guy insulator sticks 2 

• Bad or loose pole top pins 3 

• Loose or floating insulators 4 

• Tree wire tied to glass insulators without stripping.37 5 

 PEPCO does not perform regular inspections of its sub-transmission and distribution 6 

circuits.  This practice does not comply with COMAR §20.50.02.02, which provision 7 

refers to the National Electric Safety Code (“NESC”), which has requirements for 8 

overhead system inspections in Section 21 General Requirements, Subsection 214 9 

Inspection and Tests of Lines and Equipment, Part A When In Service, Subpart 2. 10 

Inspection, states:   11 

Lines and equipment shall be inspected at such intervals as experience has shown 12 

to be necessary. 13 

 14 

The Consultants’ Report describes some of the damage referenced in the quote above as 15 

appearing to be storm-related and states that PEPCO does not perform after-storm 16 

inspections or patrols to look for storm damage or other storm impacts that could affect 17 

reliability in the future.38   18 

 The overhead sub-transmission and distribution facilities should undergo a full visual 19 

inspection at least once every five years, which, in my experience is fairly typical for the 20 

industry.  Follow-up testing or inspection, equipment repairs, equipment replacement, 21 

remedial tree trimming, or other follow-up actions should be implemented as indicated by 22 

                                                            
37 Consultants’ Report, p. 51. 

38 Consultants’ Report, p. 52. 
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the results of these inspections.  Furthermore, following any storms involving high winds, 1 

heavy snow accumulation, or significant ice accumulations, PEPCO should perform a 2 

visual inspection of all overhead sub-transmission and distribution facilities in the 3 

affected area so as to identify and remedy storm damage or other storm impacts that 4 

could adversely affect reliability in the future. 5 

 Lightning impacts on electric distribution service reliability are related to some extent on 6 

the placement and effectiveness of lightning arrestors on overhead facilities.  As shown 7 

on Exhibit___(PJL-3) , the total statistics for the three summer storms reflect that 8 

lightning caused 29% of the customer interruptions, but only 20% of the customer 9 

interruption hours.  This means that outages caused by lightning are somewhat shorter 10 

than the typical outage during these storms.  Lightning arrestors do not have a fixed 11 

service life of a certain number of years.  Rather, their service life is dependent upon the 12 

number and intensity of lightning strikes to which they are subjected.  Most utilities tend 13 

to deal with placing or replacing lightning arrestors when the utilities have other work to 14 

do on a given pole, or if a particular feeder is experiencing high levels of lightning 15 

induced outages.  In the PEPCO 2009 Reliability Report, the Company replaced or 16 

installed about 85 lightning arrestors on its 2008 and 2009 Maryland Priority Feeders.39  17 

When PEPCO establishes a visual inspection program for its overhead distribution 18 

facilities, any damaged lightning arrestors found should be repaired in a reasonable and 19 

timely fashion, as would be the case for all other damage as well. 20 

                                                            
39 Exhibit ___ (PJL-13) (PEPCO 2009 Reliability Report), pp. 8-9. 
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Q. Your testimony above refers to a violation of COMAR by PEPCO due to a lack of 1 

regular inspections of sub-transmission and distribution overhead facilities.  Did 2 

you find any other COMAR violations? 3 

 A. COMAR §20.50.07.05 A, Endeavor To Avoid Interruptions provides, in part that “(e)ach 4 

utility shall make reasonable efforts to avoid interruptions of service…”  There is 5 

substantial documentation showing that PEPCO’s vegetation management program, in 6 

the years leading up to 2010, does not represent a reasonable effort to avoid interruptions 7 

of service. 8 

Estimating Service Restoration Times 9 

Q. One of the most pervasive complaints involving PEPCO’s communications with 10 

customers deals with the subject of Estimated Time of Restoration (“ETR”).  Please 11 

discuss. 12 

A. Other than letting the power company know about outages, many customer calls to the 13 

utility during major storms involve finding out how long the customer may expect to be 14 

without electricity.  While doing a good job estimating and communicating ETRs to 15 

customers during a major storm may do little to affect the pace of repairs and the length 16 

of outages, there is little doubt that doing a poor job frustrates customers trying to plan 17 

how to respond to extended outages.  This can result in increased levels of telephone 18 

traffic to the utility during a period when the utility’s telephone lines are already 19 

experiencing a high number of calls. 20 
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PEPCO’s handling of outage data is heavily involved with a computerized outage 1 

management system (“OMS”).  The Consultants’ Report describes the OMS as follows: 2 

The OMS is a computerized operating model of Pepco’s distribution system. 3 

Pepco has a one-way Energy Management System (EMS) interface to the OMS 4 

that provides information on those breakers that are monitored. The OMS uses 5 

that information to determine the type of outages that need restoration.166 6 

Pepco’s OMS predicts which failed device caused specific outages. The algorithm 7 

in OMS runs every 15 minutes using updated information on all remaining active 8 

outages; it creates a forecast ETR and prioritization for repairs, but does not 9 

assign crews. 10 

 11 

The OMS calculates a total number of repair-hours for all known outages based 12 

on the total number of repairs needed (i.e., the extent of damage), and the standard 13 

amount of time it takes to complete them; it then divides this total number of 14 

repair-hours by the number of available workers on duty. The result is the length 15 

of time it would take to complete all repairs using only the crews on hand. The 16 

OMS also produces individual ETRs for each outage, which are different 17 

depending on the circuit or nature of the outage. When a customer requests an 18 

ETR, Pepco gives the customer the ETR associated with the outage responsible 19 

for causing his or her loss of power.40  20 

 21 

Under normal operating conditions, with only small, localized outages, PEPCO’s OMS 22 

apparently calculates accurate ETRs.  But, in a high volume situation, such as a major 23 

storm with a substantial number of customers interrupted during a short time period, the 24 

OMS data must be updated to reflect the addition of mutual assistance crews and other 25 

resources that are not typically available on a day-to-day basis.  Also, having “foreign” 26 

crews working repairs on PEPCO’s system during major storms resulted in delays in 27 

                                                            
40 Consultants’ Report, p. 86. 
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entering repair data into the OMS.  For these reasons, the data in the OMS is not always 1 

up to date and, hence, the OMS has difficulty producing reasonable ETRs.41  2 

When this happens, PEPCO reverts to a manual method to calculate ETRs and prioritize 3 

work orders.  PEPCO refers to this manual process as “tiering”.42  PEPCO is reported to 4 

have used this manual tiering process in the initial stages of the 2010 major storms.  In 5 

the February and July storms, the Consultants’ Report states that there were difficulties in 6 

calculating ETRs, while PEPCO manually determined tiers and ETRs in less than six 7 

hours in the August storms.43  Considering the relative outage volumes of these storms, 8 

this doesn’t necessarily mean the manual method is a reasonable approach to developing 9 

ETRs.  Referring to Exhibit___(PJL-3) , the February and July 2010 storms had many 10 

more customer interruptions, with 97,071 interruptions in February and 138,311 11 

interruptions in July, than the August 5-7 and 12-15 storms, with interruptions of 24,807 12 

and 51,178, respectively.   13 

The use of a manual method for developing ETRs and prioritizing work in a really big 14 

storm is counterproductive.  One of the purposes of installing a computerized OMS is 15 

typically to help manage situations dealing with high outage volumes.  Data regarding 16 

operation of substation breakers and customer trouble calls is automatically fed into the 17 

OMS.  Once the PEPCO system is fitted out with smart meters, data from these should 18 

also connect with the OMS.  Trying to manually accomplish what the OMS is designed to 19 

                                                            
41 Consultants’ Report, p. 86-87. 

42 Consultants’ Report, p. 88. 

43 Consultants’ Report, p. 89. 
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do in high volume outage situations also seems like a misallocation of system operator 1 

resources at a time when these resources are in short supply.  Indications are that PEPCO 2 

understands this and has been working to address the limitations affecting use of the 3 

OMS in calculating ETRs.  For example, in January 2011, PEPCO experienced a 4 

snowstorm that resulted in 380,459 Maryland customer interruptions, a level just shy of 5 

three times the biggest storm in 2010.44  In its major storm report, PEPCO reports that the 6 

OMS performed as designed, and that there were no software or hardware issues that 7 

impacted service restoration.45   8 

Of course, if the very large outage volumes of interruptions that PEPCO has been 9 

experiencing during major storms can be reduced down to more reasonable levels as a 10 

result of increased tree-trimming and other reliability-related improvements, the process 11 

of determining ETRs will be made that much easier to accomplish. 12 

In the meantime, PEPCO needs to develop and/or maintain the ability to fully use the 13 

capabilities of the OMS system during high volume outage situations. 14 

 15 

 16 

 17 

                                                            
44 Case No. 9256, In The Matter of an Investigation into The Performance of Potomac Electric Power Company and 
Baltimore Gas and Electric Company During the January 26-27, 2011 Snow Storm, State of Maryland Major Storm 
Report January 26-31, 2011:  Snow Storm (Mail Log #128709) (“PEPCO January 2011 Storm Report”), a copy of 
which is attached hereto as Exhibit ___ (PJL-17). 

45 Exhibit ___ (PJL-17) (PEPCO January 2011 Storm Report), p. 24. 
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PEPCO’s Reliability Enhancement Plan 1 

Q. In 2010, PEPCO proposed a Reliability Enhancement Plan (“REP”) that it 2 

describes as advancing work on some existing reliability-based programs and as 3 

starting some new reliability activities.  Do you have any comment? 4 

A.  Yes.  The REP addresses six different reliability programs: 5 

  i)   Enhanced Vegetation Management 6 

  ii)   Priority Feeders 7 

  iii)   Load Growth 8 

  iv)  Distribution Automation 9 

  v)   URD Cable Replacement 10 

  vi)   Selective Undergrounding 11 

With the exception of the load growth category, all will help address reliability issues, 12 

although only one, the enhanced vegetation management, should be expected to have a 13 

significant effect on reliability, during storm situations.  PEPCO’s recent changes to its 14 

vegetation management programs, including implementation of a maximum four-year 15 

trimming cycle, an aggressive hazard tree removal program, removal (when possible) of 16 

all vegetation above both three phase and single phase feeder primaries, and other 17 

features should, if maintained through to fruition, remedy much of the negative reliability 18 

impact being experienced due to the historical shortcoming in PEPCO’s vegetation 19 
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management program.  The Consultants’ Report suggests that vegetation on the PEPCO 1 

distribution system is overgrown to the point that it will take 8 years, or two full 2 

trimming cycles, to bring the vegetation management situation under control and to fully 3 

realize the reliability benefits of this program.46  Since a majority of the major storm 4 

service interruptions are tree-related, I expect these benefits to be substantial as long as 5 

the program is maintained for the full eight years. 6 

Priority feeders are feeders selected for reliability upgrades or replacements because of 7 

poor reliability performance.  These upgrades/replacements are tailored to the causes of 8 

each feeders’ reliability problems.  Currently, PEPCO picks 13 or 14 feeders a year, 9 

which would be increased by 45%, to 19 or so feeders under the REP.  This program 10 

element seems beneficial to electric service reliability, as far as it goes.  The Consultants’ 11 

Report suggests that, since PEPCO has some 700 Maryland circuits, a more appropriate 12 

annual number of priority circuits would be 40.47  I agree, although a higher number may 13 

well be reasonable since, even at 40 circuits, PEPCO will address upgrades or 14 

replacements of less than 6% of PEPCO’s priority circuits per year at a time when there 15 

is an obvious need for reliability improvements on PEPCO’s system. 16 

The load growth program is a regular part of annual distribution system planning to 17 

address the loads of new customers or the increased loads of existing customers.  It’s not 18 

clear that PEPCO’s existing reliability problems have much to do with there being too 19 

                                                            
46 Consultants’ Report, p. 39. 

47 Consultants’ Report, p. 54. 
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much load on certain distribution or sub-transmission facilities, so there’s no evidence 1 

that this program will help remedy PEPCO’s existing reliability performance.   2 

The distribution automation program looks at automating the tie switching on distribution 3 

feeders to enable potential sustained interruptions to be converted into momentary 4 

interruptions, thereby reducing both the frequency and duration of total annual customer 5 

sustained interruptions.  These systems tend to have more of an impact on reliability 6 

during normal conditions or during minor storms.  During major storms, there is 7 

sometimes so much system damage that the value of automated switching ties between 8 

feeders is reduced.   9 

Although distribution automation, when fully integrated into all or most distribution 10 

feeders, can be expected to reduce sustained interruptions on the distribution system, 11 

distribution automation can also be expected to increase distribution system costs.  It is 12 

not clear at this point to what extent costs will be increased , or whether such costs will 13 

reasonable in light of the actual reliability benefits that may be received.   14 

The URD (underground residential distribution) cable replacement program deals with 15 

mostly old cable that is approaching the end of its service life.  This program won’t have 16 

a major reliability impact on a system-wide basis as there is apparently not a large 17 

amount of the most problematic vintage of such cable on PEPCO’s system.48  But, 18 

although these facilities are old and will need to be replaced for reliability reasons at 19 

                                                            
48 Consultants’ Report, p. 55. 
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some point, this reflects routine replacement of facilities that have reached the end of 1 

their useful service lives. 2 

The selective undergrounding/substation improvement program is the most expensive 3 

single element of the REP.  In addition to putting selected portions of distribution feeders 4 

underground, this program also addresses the hardening of supply circuits to distribution 5 

substations.  Placing portions of existing or new distribution feeders underground is 6 

relatively expensive to install compared to overhead facilities, but underground facilities 7 

tend to experience fewer interruptions and do not require regular vegetation management.  8 

While the selective undergrounding element of the REP can improve reliability, care 9 

must be exercised in deciding in which instances facilities should be placed underground 10 

because of the higher up-front costs.  Under these conditions, selective undergrounding 11 

can be a valuable reliability improvement program. 12 

Hardening of the circuits feeding distribution substations seems to be a worthwhile 13 

system improvement depending, again, on the costs involved.  A distribution substation 14 

can supply a dozen or more distribution feeders, so eliminating loss of supply to such a 15 

substation can have a substantial reliability impact.  16 

Q. Please summarize your direct testimony and conclusions. 17 

A. My testimony concludes that: 18 

 i) PEPCO’s electric service reliability to its Maryland service area has been getting 19 

worse over the past seven years, and was especially poor during major storms in 2010; 20 
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ii) serious shortcomings in PEPCO’s vegetation management program were the principal 1 

causes of this poor storm performance and represents a potential violation of COMAR 2 

requirements; 3 

iii) equipment failures and lightning were contributing causes to PEPCO’s reliability 4 

performance;  5 

iv) PEPCO’s failure to periodically inspect its overhead distribution facilities violates 6 

COMAR requirements; 7 

v) PEPCO’s difficulties in getting accurate ETRs from the automated OMS during the 8 

initial stages of major storms has contributed significantly to customer dissatisfaction.   9 

 10 

 11 

Based on the foregoing conclusions, I recommend that the Commission require that: 12 

a) PEPCO perform inspections of its distribution facilities at least once every five years; 13 

b) PEPCO institute the practice of inspecting storm-hit areas after service restoration is 14 

complete to find and repair storm damage that may have gone undetected during the 15 

storm; 16 

c) PEPCO to implement its current vegetation management plan, since it appears to be 17 

sufficient to remedy its historical shortcomings, if it is fully implemented and maintained 18 

for eight years and thereafter; 19 
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d) PEPCO expand the priority feeder portion of PEPCO’s Reliability Enhancement Plan 1 

(“REP”) to at least the 40 feeder level as recommended by the Commission’s 2 

Consultants; 3 

e) while both the distribution automation and the selective undergrounding portions of the 4 

REP can reduce customer interruptions, evaluate the potential cost concerns prior to any 5 

decision to implement these proposals; 6 

f) PEPCO improve its OMS and/or its ability to operate the OMS in high volume 7 

situations to automatically calculate ETRs. 8 

g) PEPCO use consistent categories of causes in all major storm reports, since its major 9 

storm reports frequently change some of the categories of causes into which customer 10 

interruptions and customer interruption hours are broken down into from one report to the 11 

next.   12 

h) PEPCO report annually to the Commission on PEPCO’s progress on implementing 13 

these recommendations.       14 

 15 

Q. Does this conclude your direct testimony? 16 

A. Yes.  17 
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Prior Experience Of Peter J. Lanzalotta 

 
Mr. Lanzalotta has more than thirty-five years experience in electric utility 
system planning, power pool operations, distribution operations, electric 
service reliability, load and price forecasting, and market analysis and 
development.  Mr. Lanzalotta has appeared as an expert witness on utility 
reliability, planning, operation, and rate matters in more than 90 proceedings in 
22 states, the District of Columbia, the Provinces of Alberta and Ontario, and 
before the Federal Energy Regulatory Commission.  He has developed 
evaluations of electric utility system cost, value, reliability, and condition.  He 
has participated in negotiations or other interactions between utilities and 
customers or regulators in more than ten states regarding transmission access, 
the need for facilities, electric rates, electric service reliability, the value of 
electric system components, and system operator structure under wholesale 
competition. 
 
Prior to his forming Lanzalotta & Associates LLC in 2001, he was a Partner at 
Whitfield Russell Associates for fifteen years and a Senior Associate for 
approximately four years before that.  He holds a Bachelor of Science in 
Electric Power Engineering from Rensselaer Polytechnic Institute and a Master 
of Business Administration with a concentration in Finance from Loyola 
College of Baltimore.   

 
 Prior to joining Whitfield Russell Associates in 1982, Mr. Lanzalotta was 

employed by the Connecticut Municipal Electric Energy Cooperative 
("CMEEC") as a System Engineer.  He was responsible for providing 
operational, financial, and rate expertise to Coop’s budgeting, ratemaking and 
system planning processes.  He participated on behalf of CMEEC in the 
Hydro-Quebec/New England Power Pool Interconnection project and initiated 
the development of a database to support CMEEC's pool billing and financial 
data needs.   

 
 Prior to his CMEEC employment, he served as Chief Engineer at the South 

Norwalk (Connecticut) Electric Works, with responsibility for planning, data 
processing, engineering, rates and tariffs, generation and bulk power sales, and 
distribution operations.  While at South Norwalk, he conceived and 
implemented, through Northeast Utilities and NEPOOL, a peak-shaving plan 
for South Norwalk and a neighboring municipal electric utility, which resulted 
in substantial power supply savings.  He programmed and implemented a 
computer system to perform customer billing and maintain accounts receivable 
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accounting.  He also helped manage a generating station overhaul and the 
undergrounding of the distribution system in South Norwalk’s downtown. 

 
 From 1977 to 1979, Mr. Lanzalotta worked as a public utility consultant for 

Van Scoyoc & Wiskup and separately for Whitman Requart & Associates in a 
variety of positions.  During this time, he developed cost of service, rate base 
evaluation, and rate design impact data to support direct testimony and exhibits 
in a variety of utility proceedings, including utility price squeeze cases, gas 
pipeline rates, and wholesale electric rate cases.   

 
 Prior to that, He worked for approximately 2 years as a Service Tariffs Analyst 

for the Finance Division of the Baltimore Gas & Electric Company where he 
developed cost and revenue studies, evaluated alternative rate structures, and 
studied the rate structures of other utilities for a variety of applications.  He 
was also employed by BG&E in Electric System Operations for approximately 
3 years, where his duties included operations analysis, outage reporting, and 
participation in the development of BG&E’s first computerized customer 
information and service order system. 

 
 Mr. Lanzalotta is a member of the Institute of Electrical & Electronic 

Engineers, the Association of Energy Engineers, the National Fire Protection 
Association, and the American Solar Energy Society.  He is also registered 
Professional Engineer in the states of Maryland and Connecticut. 



        Exhibit ___ (PJL-2) 
        Page 1 of 15 
 
 Proceedings In Which 
 Peter J. Lanzalotta 
    Has Testified     
 

1. In re: Public Service Company of New Mexico, Docket Nos.  ER78-337 and 
ER78-338 before the Federal Energy Regulatory Commission, concerning the 
need for access to calculation methodology underlying filing. 

  
2. In re: Baltimore Gas and Electric Company, Case No. 7238-V before the 

Maryland Public Service Commission, concerning outage replacement power 
costs.  

  
3. In re: Houston Lighting & Power Company, Texas Public Utilities 

Commission Docket No. 4712, concerning modeling methods to determine 
rates to be paid to cogenerators and small power producers.  

  
4. In re: Nevada Power Company, Nevada Public Service Commission, Docket 

No. 83-707 concerning rate case fuel inventories, rate base items, and O&M 
expense.   

 
5. In re: Virginia Electric & Power Company, Virginia State Corporation 

Commission, Case No. PUE820091, concerning the operating and reliability-
based need for additional transmission facilities.   

 
6. In re: Public Service Electric & Gas Company, New Jersey Board of Public 

Utilities, Docket No. 831-25, concerning outage replacement power costs.  
  
7. In re: Philadelphia Electric Company, Pennsylvania Public Utilities 

Commission, Docket No. P-830453, concerning outage replacement power 
costs. 

 
8. In re: Cincinnati Gas & Electric Company, Public Utilities Commission of 

Ohio, Case No. 83-33-EL-EFC, concerning the results of an 
operations/fuel-use audit conducted by Mr. Lanzalotta.  

  
9. In re: Kansas City Power and Light Company, before the State Corporation 

Commission of the state of Kansas, Docket Nos.  142,099-U and 120,924-U, 
concerning the determination of the capacity, from a new base-load generating 
facility, needed for reliable system operation, and the capacity available from 
existing generating units. 
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10. In re: Philadelphia Electric Company, Pennsylvania Public Utilities 
Commission, Docket No. R-850152, concerning the determination of the 
capacity, from a new base-load generating facility, needed for reliable system 
operation, and the capacity available from existing generating units. 

          
11. In re: ABC Method Proposed for Application to Public Service Company 

of Colorado, before the Public Utilities Commission of the State of Colorado, 
on behalf of the Federal Executive Agencies ("FEA"), concerning a production 
cost allocation methodology proposed for use in Colorado. 

 
12. In re: Duquesne Light Company, Docket No. R-870651, before the 

Pennsylvania Public Utilities Commission, on behalf of the Office of 
Consumer Advocate, concerning the system reserve margin needed for reliable 
service. 

 
13. In re: Pennsylvania Power Company, Docket No. I-7970318 before the 

Pennsylvania Public Utilities Commission, on behalf of the Office of 
Consumer Advocate, concerning outage replacement power costs. 

 
14. In re: Commonwealth Edison Company, Docket No. 87-0427 before the 

Illinois Commerce Commission, on behalf of the Citizen's Utility Board of 
Illinois, concerning the determination of the capacity, from new base-load 
generating facilities, needed for reliable system operation. 

 
15. In re: Central Illinois Public Service Company, Docket No. 88-0031 before 

the Illinois Commerce Commission, on behalf of the Citizen's Utility Board of 
Illinois, concerning the degree to which existing generating capacity is needed 
for reliable and/or economic system operation. 

 
16. In re: Illinois Power Company, Docket No. 87-0695 before the State of 

Illinois Commerce Commission, on behalf of Citizens Utility Board of Illinois, 
Governors Office of Consumer Services, Office of Public Counsel and Small 
Business Utility Advocate, concerning the determination of the capacity, from 
a new base-load generating facility, needed for reliable system operation, and 
the capacity available from existing generating units. 
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17. In re: Florida Power Corporation, Docket No. 860001-EI-G (Phase II), 
before the Florida Public Service Commission, on behalf of the Federal 
Executive Agencies of the United States, concerning an investigation into fuel 
supply relationships of Florida Power Corporation. 

 
18. In re: Potomac Electric Power Company, before the Public Service 

Commission of the District of Columbia, Docket No. 877, on behalf of the 
Public Service Commission Staff, concerning the need for and availability of 
new generating facilities. 

 
19. In re: South Carolina Electric & Gas Company, before the South Carolina 

Public Service Commission, Docket No. 88-681-E, On Behalf of the State of 
Carolina Department of Consumer Affairs, concerning the capacity needed for 
reliable system operation, the capacity available from existing generating units, 
relative jurisdictional rate of return, reconnection charges, and the provision of 
supplementary, backup, and maintenance services for QFs. 

 
20. In re: Commonwealth Edison Company, Illinois Commerce Commission, 

Docket Nos. 87-0169, 87-0427, 88-0189, 88-0219, and 88-0253, on behalf of 
the Citizen's Utility Board of Illinois, concerning the determination of the 
capacity, from a new base-load generating facility, needed for reliable system 
operation. 

 
21. In re: Illinois Power Company, Illinois Commerce Commission, Docket No. 

89-0276, on behalf of the Citizen's Utility Board Of Illinois, concerning the 
determination of capacity available from existing generating units. 

 
22. In re: Jersey Central Power & Light Company, New Jersey Board of Public 

Utilities, Docket No. EE88-121293, on behalf of the State of New Jersey 
Department of the Public Advocate, concerning evaluation of transmission 
planning. 

 
23. In re:  Canal Electric Company, before the Federal Energy Regulatory 

Commission, Docket No. ER90-245-000, on behalf of the Municipal Light 
Department of the Town of Belmont, Massachusetts, concerning the 
reasonableness of Seabrook Unit No. 1 Operating and Maintenance expense. 
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24. In re:  New Hampshire Electric Cooperative Rate Plan Proposal, before 
the New Hampshire Public Utilities Commission, Docket No. DR90-078, on 
behalf of the New Hampshire Electric Cooperative, concerning contract 
valuation.  

 
25. In re:  Connecticut Light & Power Company, before the Connecticut 

Department of Public Utility Control, Docket No. 90-04-14, on behalf of a 
group of Qualifying Facilities concerning O&M expenses payable by the QFs. 

 
26. In re: Duke Power Company, before the South Carolina Public Service 

Commission, Docket No. 91-216-E, on behalf of the State of South Carolina 
Department of Consumer Advocate, concerning System Planning, Rate Design 
and Nuclear Decommissioning Fund issues. 

 
27. In re:  Jersey Central Power & Light Company, before the Federal Energy 

Regulatory Commission, Docket No. ER91-480-000, on behalf of the 
Boroughs of Butler, Madison, Lavallette, Pemberton and Seaside Heights, 
concerning the appropriateness of a separate rate class for a large wholesale 
customer. 

 
28. In re:  Potomac Electric Power Company, before the Public Service 

Commission of the District of Columbia, Formal Case No. 912, on behalf of 
the Staff of the Public Service Commission of the District of Columbia, 
concerning the Application of PEPCO for an increase in retail rates for the sale 
of electric energy. 

 
29. Commonwealth of Pennsylvania, House of Representatives, General 

Assembly House Bill No. 2273.  Oral testimony before the Committee on 
Conservation, concerning proposed Electromagnetic Field Exposure 
Avoidance Act. 

 
30. In re:  Hearings on the 1990 Ontario Hydro Demand\Supply Plan, before 

the Ontario Environmental Assessment Board, concerning Ontario Hydro's 
System Reliability Planning and Transmission Planning. 
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31. In re:  Maui Electric Company, Docket No. 7000, before the Public Utilities 
Commission of the State of Hawaii, on behalf of the Division of Consumer 
Advocacy, concerning MECO's generation system, fuel and purchased power 
expense, depreciation, plant additions and retirements, contributions and 
advances. 

 
32. In re:  Hawaiian Electric Company, Inc., Docket No. 7256, before the 

Public Utilities Commission of the State of Hawaii, on behalf of the Division 
of Consumer Advocacy, concerning need for, design of, and routing of 
proposed transmission facilities.  

 
33. In re: Commonwealth Edison Company, Docket No. 94-0065 before the 

Illinois Commerce Commission on behalf of the City of Chicago, concerning 
the capacity needed for system reliability. 

 
34. In re: Commonwealth Edison Company, Docket No. 93-0216 before the 

Illinois Commerce Commission on behalf of the Citizens for Responsible 
Electric Power, concerning the need for proposed 138 kV transmission and 
substation facilities. 

 
35. In re: Commonwealth Edison Company, Docket No. 92-0221 before the 

Illinois Commerce Commission on behalf of the Friends of Illinois Prairie 
Path, concerning the need for proposed 138 kV transmission and substation 
facilities. 

 
36. In re: Commonwealth Edison Company, Docket No. 94-0179 before the 

Illinois Commerce Commission on behalf of the Friends of Sugar Ridge, 
concerning the need for proposed 138 kV transmission and substation 
facilities. 

 
37. In re: Public Service Company of Colorado, Docket Nos. 95A-531EG and 

95I-464E before the Colorado Public Utilities Commission on behalf of the 
Office of Consumer Counsel, concerning a proposed merger with 
Southwestern Public Service Company and a proposed performance-based 
rate-making plan. 
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38. In re: South Carolina Electric & Gas Company, Duke Power Company, 
and Carolina Power & Light Company, Docket No. 95-1192-E, before the 
South Carolina Public Service Commission on behalf of the South Carolina 
Department of Consumer Advocate, concerning avoided cost rates payable to 
qualifying facilities. 

 
39. In re: Lawrence A. Baker v. Truckee Donner Public Utility District, Case 

No. 55899, before the Superior Court of the State of California on behalf of 
Truckee Donner Public Utility District, concerning the reasonableness of 
electric rates. 

 
40. In re: Black Hills Power & Light Company,  Docket No. OA96-75-000, 

before the Federal Energy Regulatory Commission on behalf of the City of 
Gillette, Wyoming, concerning the Black Hills' proposed open access 
transmission tariff. 

 
41. In re: Metropolitan Edison Company and Pennsylvania Electric Company 

for Approvals of the Restructuring Plan Under Section 2806, Docket Nos. R-
00974008 and R-00974009 before the Pennsylvania PUC on behalf of 
Operating NUG Group, concerning miscellaneous restructuring 

 issues. 
 
42. In re:  New Jersey State Restructuring Proceeding for consideration of 

proposals for retail competition under BPU Docket Nos. EX94120585U; 
E097070457; E097070460; E097070463; E097070466 before the New Jersey 
BPU on behalf of the New Jersey Division of Ratepayer Advocate, concerning 
load balancing, third party settlements, and market power. 

 
43. In re: Arbitration Proceeding In City of Chicago v. Commonwealth 

Edison for consideration of claims that franchise agreement has been 
breached, Proceeding No. 51Y-114-350-96 before an arbitration panel board 
on behalf of the City of Chicago concerning electric system reliability.   

 
44. In re: Transalta Utilities Corporation, Application No. RE 95081 on behalf 

of the ACD companies, before the Alberta Energy And Utilities Board in 
reference to the use and value of interruptible capacity.  
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45. In re:  Consolidated Edison Company, Docket No. EL99-58-000 on behalf 
of The Village of Freeport, New York, before FERC in reference to remedies 
for a breach of contract to provide firm transmission service on a non-
discriminatory basis. 

 
46. In re:  ESBI Alberta Ltd., Application No. 990005 on behalf of the FIRM 

Customers, before the Alberta Energy And Utilities Board concerning the 
reasonableness of the cost of service plus management fee proposed for 1999 
and 2000 by the transmission administrator. 

 
47. In re:  South Carolina Electric & Gas Company, Docket No. 2000-0170-E 

on behalf of the South Carolina Department of Consumer Affairs before the 
Public Service Commission of South Carolina concerning an application for a 
Certificate of Environmental Compatibility and Public Convenience and 
Necessity for new and repowered generating units at the Urquhart generating 
station. 

 
48. In re:  BGE, Case No. 8837 on behalf of the Maryland Office of People's 

Counsel before the Maryland Public Service Commission concerning proposed 
electric line extension charges. 

 
49. In re:  PEPCO, Case No. 8844 on behalf of the Maryland Office of People's 

Counsel before the Maryland Public Service Commission concerning proposed 
electric line extension charges. 

 
50. In re:  GenPower Anderson LLC, Docket No. 2001-78-E on behalf of the 

South Carolina Department of Consumer Affairs before the Public Service 
Commission of South Carolina concerning an application for a Certificate of 
Environmental Compatibility and Public Convenience and Necessity for new  
generating units at the GenPower Anderson LLC generating station. 

 
51. In re:  Pike County Light & Power Company, Docket No. P-00011872, on 

behalf of Pennsylvania Office of Consumer Advocate before the Pennsylvania 
Public Utility Commission concerning the Pike County request for a retail rate 
cap exception. 
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52. In re:  Potomac Electric Power Company and Conectiv, Case No. 8890, on 
behalf of the Maryland Office of People’s Counsel before the Maryland Public 
Service Commission concerning the proposed merger of Potomac Electric 
Power Company and Conectiv. 

 
53. In re:  South Carolina Electric & Gas Company, Docket No. 2001-420-E 

on behalf of the South Carolina Department of Consumer Affairs before the 
Public Service Commission of South Carolina concerning an application for a 
Certificate of Environmental Compatibility and Public Convenience and 
Necessity for new generating units at the Jasper County generating station. 

 
54. In re:  Connecticut Light & Power Company, Docket No. 217 on behalf of 

the Towns of Bethel, Redding, Weston, and Wilton, Connecticut before the 
Connecticut Siting Council concerning an application for a Certificate of 
Environmental Compatibility and Public Need for a new transmission line 
facility between Plumtree Substation, Bethel and Norwalk Substation, 
Norwalk. 

 
55. In re:  The City of Vernon, California, Docket No. EL02-103 on behalf of 

the City of Vernon before the Federal Energy Regulatory Commission 
concerning Vernon’s transmission revenue balancing account adjustment 
reflecting calendar year 2001 transactions. 

 
56. In re: San Diego Gas & Electric Company et. al., Docket No. EL00-95-045 

on behalf of the City of Vernon, California before the Federal Energy 
Regulatory Commission concerning refunds and other monies payable in the 
California wholesale energy markets. 

 
57. In re:  The City of Vernon, California, Docket No. EL03-31 on behalf of the 

City of Vernon before the Federal Energy Regulatory Commission concerning 
Vernon’s transmission revenue balancing account adjustment reflecting 2002 
transactions. 

 
58. In re: Jersey Central Power & Light Company, Docket Nos. ER02080506, 

ER02080507, ER02030173, and EO02070417 on behalf of the New Jersey 
Division of Ratepayer Advocate before the New Jersey Board of Public 
Utilities concerning reliability issues involved in the approval of an increase in 
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base tariff rates. 
 
59. In re: Proposed Electric Service Reliability Rules, Standards, and Indices 

To Ensure Reliable Service by Electric Distribution Companies, PSC 
Regulation Docket No. 50, on behalf of the Delaware Public Service 
Commission Staff before the Delaware Public Service Commission concerning 
proposed electric service reliability rules, standards and indices. 

 
60. In re: Central Maine Power Company, Docket No. 2002-665, on behalf of 

the Maine Public Advocate and the Town of York before the Maine Public 
Utilities Commission concerning a Request for Commission Investigation into 
the New CMP Transmission Line Proposal for Eliot, Kittery, and York. 

 
61. In re: Metropolitan Edison Company, Docket No. C-20028394, on behalf of 

the Pennsylvania Office of Consumer Advocate, before the Pennsylvania 
Public Utility Commission concerning the reliability service complaint of 
Robert Lawrence.  

 
62. In re:  The California Independent System Operator Corporation, Docket 

No. ER00-2019 et al. on behalf of the City of Vernon, California, before the 
Federal Energy Regulatory Commission concerning wholesale transmission 
tariffs, rates and rate structures proposed by the California ISO. 

 
63. In re: The Narragansett Electric Company, Docket No. 3564 on behalf of 

the Rhode Island Department of Attorney General, before the Rhode Island 
Public Utilities Commission concerning the proposed relocation of the E-183 
transmission line. 

 
64. In re:  The City of Vernon, California, Docket No. EL04-34 on behalf of the 

City of Vernon before the Federal Energy Regulatory Commission concerning 
Vernon’s transmission revenue balancing account adjustment reflecting 2003 
transactions. 

 
65. In re: Atlantic City Electric Company, Docket No. ER03020110 on behalf 

of the New Jersey Division of Ratepayer Advocate before the New Jersey 
Board of Public Utilities concerning reliability issues involved in the approval 
of an increase in base tariff rates. 
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66. In re:  Connecticut Light & Power Company and the United Illuminating 

Company, Docket No. 272 on behalf of the Towns of Bethany, Cheshire, 
Durham, Easton, Fairfield, Hamden, Middlefield, Milford, North Haven, 
Norwalk, Orange, Wallingford, Weston, Westport, Wilton, and Woodbridge, 
Connecticut before the Connecticut Siting Council concerning an application 
for a Certificate of Environmental Compatibility and Public Need for a new 
transmission line facility between the Scoville Rock Switching Station in 
Middletown and the Norwalk Substation in Norwalk, Connecticut. 

 
67. In re:  Metropolitan Edison Company, Pennsylvania Electric Company, 

and Pennsylvania Power Company, Docket No. I-00040102, on behalf of the 
Pennsylvania Office of Consumer Advocate before the Pennsylvania Public 
Utility Commission concerning electric service reliability performance. 

 
68. In re:  Entergy Louisiana, Inc., Docket No. U-20925 RRF-2004 on behalf of 

Bayou Steel before the Louisiana Public Service Commission concerning a 
proposed increase in base rates.  

 
69. In re: Jersey Central Power & Light Company, Docket No. ER02080506, 

Phase II, on behalf of the New Jersey Division of Ratepayer Advocate before 
the New Jersey Board of Public Utilities concerning reliability issues involved 
in the approval of an increase in base tariff rates. 

 
70. In re: Maine Public Service Company, Docket No. 2004-538, on behalf of 

the Main Public Advocate before the Maine Public Utilities Commission 
concerning a request to construct a 138 kV transmission line from Limestone, 
Maine to the Canadian border near Hamlin, Maine. 

 
71. In re: Pike County Light and Power Company, Docket No. M-

00991220F0002, on behalf of the Pennsylvania Office of Consumer Advocate 
before the Pennsylvania Public Utility Commission concerning the Company’s 
Petition to amend benchmarks for distribution reliability. 

 
72. In re: Atlantic City Electric Company, Docket No. EE04111374, on behalf 

of the New Jersey Division of Ratepayer Advocate before the New Jersey 
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Board of Public Utilities concerning the need for transmission system 
reinforcement, and related issues. 

 
73. In re: Bangor Hydro-Electric Company, Docket No. 2004-771, on behalf of 

the Main Public Advocate before the Maine Public Utilities Commission 
concerning a request to construct a 345 kV transmission line from Orrington, 
Maine to the Canadian border near Baileyville, Maine. 

 
74. In re: Eastern Maine Electric Cooperatve, Docket No. 2005-17, on behalf of 

the Main Public Advocate before the Maine Public Utilities Commission 
concerning a petition to approve a purchase of transmission capacity on a 345 
kV transmission line from Maine to the Canadian province of New Brunswick. 

 
75. In re: Virginia Electric and Power Company, Case No. PUE-2005-00018, 

on behalf of the Town of Leesburg VA and Loudoun County VA before the 
Virginia State Corporation Commission concerning a request for a certificate 
of public convenience and necessity for transmission and substation facilities 
in Loudoun County. 

 
76. In re: Proposed Electric Service Reliability Rules, Standards, and Indices 

To Ensure Reliable Service by Electric Distribution Companies, PSC 
Regulation Docket No. 50, on behalf of the Delaware Public Service 
Commission Staff before the Delaware Public Service Commission concerning 
proposed electric service reliability reporting, standards, and indices. 

 
77. In re: Proposed Merger Involving Constellation Energy Group Inc. and 

the FPL Group, Inc., Case No. 9054, on behalf of the Maryland Office of 
Peoples’ Counsel before the Maryland Public Service Commission concerning 
the proposed merger involving Baltimore Gas & Electric Company and Florida 
Light & Power Company. 

 
78. In re: Proposed Sale and Transfer of Electric Franchise of the Town of St. 

Michaels to Choptank Electric Cooperative, Inc., Case No. 9071, on behalf 
of the Maryland Office of Peoples’ Counsel before the Maryland Public 
Service Commission concerning the sale by St. Michaels of their electric 
franchise and service area to Choptank. 
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79. In re: Petition of Rockland Electric Company for the Approval of 
Changes in Electric Rates, and Other Relief, BPU Docket No. ER06060483, 
on behalf of the Department of the Public Advocate, Division of Rate Counsel, 
before the New Jersey Board of Public Utilities, concerning electric service 
reliability and reliability-related spending. 

 
80. In re: The Complaint of the County of Pike v. Pike County Light & Power 

Company, Inc., Docket No. C-20065942, et al., on behalf of the Pennsylvania 
Office of Consumer Advocate before the Pennsylvania Public Utilities 
Commission, concerning electric service reliability and interconnecting with 
the PJM ISO. 

 
81. In re: Application of American Transmission Company to Construct a 

New Transmission Line, Docket No. 137-CE-139, on behalf of The Sierra 
Club of Wisconsin, before the Public Service Commission of Wisconsin, 
concerning the request to build a new 138 kV transmission line. 

 
82. In re: The Matter of the Self-Complaint of Columbus Southern Power 

Company and Ohio Power Company Regarding the Implementation of 
Programs to Enhance Distribution Service Reliability, Case No. 06-222-
EL-SLF, on behalf of The Office of The Ohio Consumers’ Counsel, before the 
Public Utilities Commission of Ohio, concerning distribution system reliability 
and related topics. 
 
 

83. In re: Central Maine Power Company, Docket No. 2006-487, on behalf of 
the Maine Public Advocate before the Maine Public Utilities Commission 
concerning CMP’s Petition for Finding of Public Convenience & Necessity to 
build a 115 kV transmission line between Saco and Old Orchard Beach. 

 
84. In re: Bangor Hydro Electric Company, Docket No. 2006-686, on behalf of 

the Maine Public Advocate before the Maine Public Utilities Commission 
concerning BHE’s Petition for Finding of Public Convenience & Necessity to 
build a 115 kV transmission line and substation in Hancock County. 

 
85. In re: Commission Staff’s Petition For Designation of Competitive 

Renewable Energy Zones, Docket No. 33672, on behalf of the Texas Office 
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of Public Utility Counsel, concerning the Staff’s Petition and the determination 
of what areas should be designated as CREZs by the Commission. 

 
86. In re: Virginia Electric and Power Company, Case No. PUE-2006-00091, 

on behalf of the Towering Concerns and Stafford County VA before the 
Virginia State Corporation Commission concerning a request for a certificate 
of public convenience and necessity for electric transmission and substation 
facilities in Stafford County. 

 
87. In re: Trans-Allegheny Interstate Line Company, Docket Nos. A-110172 et 

al., on behalf of the Pennsylvania Office of Consumer Advocate, before the 
Pennsylvania Public Utility Commission, concerning a request for a certificate 
of public convenience and necessity for electric transmission and substation 
facilities in Pennsylvania. 

 
88. In re: Commonwealth Edison Company, Docket No. 07-0566, on behalf of 

the Illinois Attorney General, before the Illinois Commerce Commission, 
concerning electric transmission and distribution projects promoted as smart 
grid projects, and the rider proposed to pay for them. 
 

89. In re: Commonwealth Edison Company, Docket No. 07-0491, on behalf of 
the Illinois Attorney General, before the Illinois Commerce Commission, 
concerning the applicability of electric service interruption provisions. 
 

90. In re: Hydro One Networks , Case No. EB-2007-0050, on behalf of Pollution 
Probe, before the Ontario Energy Board, concerning a request for leave to 
construct electric transmission facilities in the Province of Ontario. 
 

91. In re: PEPCO Holdings, Inc., Docket No. ER-08-686-000, on behalf of the 
Maryland Office of Peoples’ Counsel, before the Federal Energy Regulatory 
Commission, concerning a request for incentive rates of return on transmission 
projects. 
 

92. In re: PPL Electric Utilities Corporation and Public Service Electric and 
Gas Company, Docket No. ER-08-23-000, on behalf of the Joint Consumer 
Advocates, including the state consumer advocacy offices for the States of 
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Maryland, West Virginia, before the Federal Energy Regulatory Commission, 
concerning a request for incentive rates of return on transmission projects. 
 

93. In re: PPL Electric Utilities Corporation, Docket Nos. A-2008-2022941 and 
P-2008-2038262, on behalf of Springfield Township, Bucks County, PA, 
before the Pennsylvania Public Utility Commission, concerning the need for 
and alternatives to proposed electric transmission lines and a proposed electric 
substation. 
 

94. In re: PEPCO Holdings, Inc., Docket No. ER08-1423-000, on behalf of the 
Maryland Office of Peoples’ Counsel, before the Federal Energy Regulatory 
Commission, concerning a request for incentive rates of return on transmission 
projects. 
 

95. In re: Public Service Electric and Gas Company, Inc., Docket No. ER09-
249-000, on behalf of the New Jersey Division of Rate Counsel, before the 
Federal Energy Regulatory Commission, concerning a request for incentive 
rates of return on transmission projects. 
 

96. In re: New York Regional Interconnect Inc., Case No. 06-T-0650, on behalf 
of the Citizens Against Regional Interconnect, before the New York Public 
Service Commission, concerning the economics of and alternatives to 
proposed transmission facilities. 
 

97. In re: Central Maine Power Company and Public Service of New 
Hampshire, Docket No. 2008-255, on behalf of the Maine Public Advocate, 
before the Maine Public Utilities Commission, concerning CMP’s and PSNH’s 
Petition for Finding of Public Convenience & Necessity to build the Maine 
Power Reliability Project, a series of new and rebuilt electric transmission 
facilities to operate at 345 kV and 115 kV in Maine and New Hampshire. 
 

98. In re: PPL Electric Utilities Corporation, Docket No. A-2009-2082652 et 
al, on behalf of the Pennsylvania Office of Consumer Advocate, before the 
Pennsylvania Public Utility Commission, concerning the Company’s 
application for approval to site and construct electric transmission facilities in 
Pennsylvania.   
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99. In re: Bangor Hydro-Electric, Docket No. 2009-26, on behalf of the Maine 
Public Advocate, before the Maine Public Utilities Commission, concerning 
BHE’s Petition for Certificate of Public Convenience & Necessity to build a 
115 kV transmission line in Washington and Hancock Counties. 
 

100. In re: United States, et al. v. Cinergy Corp., et al. Civil Action No. IP99-
1693 C-M/S, on behalf of Plaintiff United States and Plaintiff-Intervenors State 
of New York, State of New Jersey, State of Connecticut, Hoosier 
Environmental Council, and Ohio Environmental Council, before the United 
States District Court for the Southern District of Indiana, concerning the 
system reliability impacts of the potential retirement of Gallagher Power 
Station Unit 1 and Unit 3.  
 

101. In re: Application of Potomac Electric Power Company, et al. Case No. 
9179, on behalf of the Maryland Office of Peoples’ Counsel before the 
Maryland Public Service Commission concerning the application for a 
determination of need under a certificate of public convenience and necessity 
for the Maryland portion of the MAPP transmission line, and related facilities. 
 

102. In re: Potomac Electric Power Company v. Perini/Tompkins Joint 
Venture, Case No. 9210, on behalf of Perini Tompkins before the Maryland 
Public Service Commission concerning a review of PEPCO’s estimates of 
electric consumption by Perini Tompkins Joint Venture’s temporary electric 
service at National Harbor during a 29 month period for which no metered 
consumption data is available. 
 

103. In re: Duke Energy Ohio, Inc., Case No. 10-503-EL-FOR, on behalf of the 
Natural Resources Defense Council and Sierra Club before the Public Utilities 
Commission Of Ohio concerning a review of the reliability impacts that would 
result from closure of selected generating units as part of a review of Duke’s 
2010 Electric Long-Term Forecast Report and Resources Plan. 
 

104. In re: Detroit Edison Company, Case Nos. U-16472 and 16489, on behalf of 
the Michigan Environmental Council and the Natural Resources Defense 
Council, concerning a review looking for studies of the reliability impacts that 
would result from closure of selected generating units as part of a electric rate 
increase case. 
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1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

A B C D E F G H

2004 2005 2006 2007 2008 2009 2010

Actual Tree-Trimming O&M 
Maryland ($) 5,430,930 4,524,564 3,901,462 3,960,829 5,131,719 5,024,721 11,025,398

Budget Tree-Trimming O&M 
Maryland 5,853,631 3,326,751 4,056,039 3,380,947 4,303,120 4,324,033 7,387,562

Cash Dividends/Share Common 
Stock ($) 1.00 1.00 1.04 1.04 1.04 1.08 1.08
Wtd Ave Shares Outstanding 
(Millions) 177 189 191 194 204 221 224
Cash Dividends ($000) 177,000,000 189,000,000 198,640,000 201,760,000 212,160,000 238,680,000 241,920,000
Incr Cash Dividends Relative To 
$1 ($000) 7,640,000 7,760,000 8,160,000 17,680,000 17,920,000

Source of Cash Dividends and Shares of Stock 2010 and 2008 Pepco Holdings 10-K*
Source of Tree Trimming Expenditures MD 9240 MC DR 4-25

Data Regarding Budgeted and Actual Tree-Trimming O&M Maryland for Pepco & PHI Cash Dividends to Common Stockholders

*For Pepco Holdings, Inc. 2010 cash dividends and shares of stock see 10-K, Annual Report pursuant to section 13 and 15(d), filed on 2/26/10 at 
http://phx.corporate-ir.net/phoenix.zhtml?c=62854&p=irol-sec, Item 6, p. 38.

For Pepco Holdings, Inc. 2008 cash dividends and shares of stock see 10-K, Annual Report pursuant to section 13 and 15(d), filed on 2/29/08 at 
http://phx.corporate-ir.net/phoenix.zhtml?c=62854&p=irol-sec, Item 6, pp. 36-37.
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 1

I. STATEMENT OF QUALIFICATIONS 1 

Q. Please state your name and business address. 2 

A. My name is David J. Effron.  My business address is 12 Pond Path, North Hampton, 3 

New Hampshire, 03862 4 

 5 

Q. What is your present occupation? 6 

A. I am a consultant specializing in utility regulation. 7 

 8 

Q. Please summarize your professional experience. 9 

A. I have analyzed numerous electric, telephone, gas and water rate filings in different 10 

jurisdictions.  Pursuant to those analyses, I have prepared testimony, assisted attorneys 11 

in rate case preparation, and provided assistance during settlement negotiations with 12 

various utility companies. 13 

  I have testified in over two hundred cases before regulatory commissions in 14 

Alabama, Colorado, Connecticut, Florida, Georgia, Illinois, Indiana, Kansas, Kentucky, 15 

Maine, Maryland, Massachusetts, Missouri, Nevada, New Jersey, New York, North 16 

Dakota, Ohio, Pennsylvania, Rhode Island, South Carolina, Texas, Vermont, Virginia, 17 

and Washington. 18 

  My other professional experience and educational background are summarized 19 

in Appendix 1 accompanying this testimony. 20 

 21 



 2

II. PURPOSE OF TESTIMONY 1 

Q. On whose behalf are you testifying? 2 

A. I am testifying on behalf of the Maryland Office of People’s Counsel (or “OPC”). 3 

 4 

Q. What is the purpose of your testimony? 5 

A. In this case, the Commission is conducting an investigation into the reliability of the 6 

Potomac Electric Power Company (“Pepco” or “the Company”) electric distribution 7 

system and the quality of electric distribution service Pepco is providing its 8 

customers.  Mr. Lanzalotta addresses the Company’s declining electric service 9 

reliability in recent years and the causes of the deteriorating reliability performance.  10 

It is my understanding that the OPC may recommend that the Commission impose 11 

sanctions or penalties on Pepco based on Mr. Lanzalotta’s findings and other 12 

evidence in the instant proceeding.  The purpose of my testimony is to present options 13 

for penalties or sanctions if it is determined that such are warranted and to discuss the 14 

accounting implications of those options. 15 

  16 

III. FORMS OF SANCTIONS OR PENALTIES 17 

Q. What alternative forms of sanctions or penalties do you address, in the event that the 18 

Commission determines that such sanctions or penalties should be imposed? 19 

A. I am presenting three alternatives: 1) a penalty in the form of fines to be paid by Pepco; 20 

2) a reduction to the Company’s authorized return on common equity; and 3) direct bill 21 

credits to affected customers. 22 

 23 



 3

Q. What would a penalty in the form of a fine entail? 1 

A. The Company would be required to pay cash fines based on the extent and severity of 2 

the deterioration of service quality.  The cash disbursements for the fines would be 3 

charged to Account 426.3 – Penalties.  This is a “below the line” account, and 4 

charges to Account 426.3 are not included in utility operating expenses or in the cost 5 

of service in the context of a rate case.  For example, assuming the Commission 6 

determined i) that Pepco had failed to “make reasonable efforts to avoid interruptions 7 

of service,”1 for the period February 5, 2010 through May 6, 2011, and ii) to impose a 8 

civil penalty of $10,000 per day against the Company, Pepco would then be liable for 9 

an amount equal to $4,550,000.00.2  As I stated above, since fines are charged to a 10 

“below the line” account, Pepco would be precluded from passing any portion of this 11 

amount on to its ratepayers.  12 

 13 

Q. What would a reduction to the Company’s authorized return on common equity 14 

entail? 15 

A. The authorized return on equity included in the determination of the overall rate of 16 

return applied to the Company’s rate base in the calculation of the return requirement 17 

component of the Company’s revenue requirement would be reduced.  Again, the 18 

amount of the adjustment would be based on the extent and severity of the 19 

deterioration of service quality.  By the way of illustration, a reduction of 0.10% to 20 

the authorized return on equity would reduce the Company’s annual revenue 21 

requirement by approximately $750,000 based on the capital structure and rate base 22 

                                            
1 See Direct Testimony of Mr. Lanzalotta, p. 32, lines 1-8.  
2 $10,000 times 455 days 



 4

in the last rate case.  No special accounting treatment would be necessary; the penalty 1 

would result in lower rates being paid by all customers, based on the substandard 2 

quality of service. 3 

 4 

Q. What would direct bill credits to affected customers entail? 5 

A. Customers experiencing frequent or extended outages would get credits to the 6 

amounts they owe for service in a given period.  The customers’ bills would already 7 

be reduced for energy not used during an outage.  Therefore, the imposition of a 8 

penalty would entail an additional credit that could be based on elimination or 9 

proration of the customer charge and/or a bill credit for a fixed dollar amount.  As a 10 

practical matter, a penalty in the form of bill credits to affected customers could 11 

probably be imposed only prospectively, if the reliability problems continue in the 12 

future. In the context of a rate case, the effect of such bill credits must be excluded 13 

from the calculation of the revenue deficiency, either by imputing the amount of the 14 

bill credits to test year revenues or by calculating pro forma test year revenue by 15 

applying the relevant rates to the test year billing determinants without reference to 16 

the bill credits. 17 

 18 

 19 

Q. Does this conclude your direct testimony? 20 

A. Yes. 21 



          APPENDIX 1 
 

RESUME OF DAVID J. EFFRON 
 
UTILITY REGULATION EXPERIENCE 

Assistance to offices representing customer interests in Rhode Island, Maryland, 
Massachusetts, Illinois, and Texas regarding electric utility restructuring matters. 
 
Presentation of testimony on various utility regulation matters involving electric, gas, 
telephone, and water utilities in the following jurisdictions: Alabama, Arizona, Colorado, 
Connecticut, Florida, Georgia, Illinois, Indiana, Kansas, Kentucky, Maine, Maryland, 
Massachusetts, Missouri, Nevada, New Jersey, New York, North Dakota, Ohio, 
Pennsylvania, Rhode Island, South Carolina, Texas, Vermont, Virginia, Washington, and 
FERC. 
 
Assistance to attorneys in preparing discovery, cross-examination, post-hearing briefs, and 
analysis of orders; provision of technical assistance during settlement negotiations. 
 
OTHER BUSINESS EXPERIENCE 
 
Supervision of capital project analysis, capital budgets, spending reports, leasing program, 
and special studies; feasibility studies, accounting systems, statistical surveys; audits of 
publicly held companies in various industries. 
 
EMPLOYMENT HISTORY 
 
     Dates                                       Company 
March 1982 - Present Berkshire Consulting Services (Self employed) 
January 1977 - February 1982 Georgetown Consulting Group 
April 1975 - January 1977 Gulf & Western Industries 
February 1973 - March 1975 Touche Ross & Company 
 
EDUCATION 
 
Columbia University, MBA, 1973 
Dartmouth College, BA Economics, 1968 
 
HONORS AND AWARDS 
 
Gold Charles Waldo Haskins Memorial Award for the highest scores in the May 1974 
Certified Public Accounting Examination in New York State. 
Graduated from Dartmouth College with distinction in the field of Economics. 
 



Indiana Utility Regulatory Commission     
 

Reliability Report Data 2002‐2012 

Investor‐Owned Utilities 
 

This report summarizes the reliability indices reports filed by each of the investor‐owned utilities, in 

compliance with 170 IAC 4‐1‐23(e).  Reliability data is shown for the time period 2002 through 2012. 

Each utility reported its indices with and without major events. Major events are storms or weather 

events that are more destructive than normal storm patterns. The utilities do not all define a “major 

event” exactly the same; therefore some utilities will capture more of their service interruptions in the 

“without” category than other utilities. This is one reason why one should avoid making direct 

comparisons among the utilities based on the indices. Service territory geography and size and customer 

mix are also factors that make direct comparison of the indices among the utilities difficult. 

Three separate reliability indices were reported by each of the utilities: 

 System Average Interruption Frequency Index (SAIFI): the total number of customer 

interruptions divided by the total number of customers (average interruptions per customer). 

 System Average Interruption Duration Index (SAIDI): the sum of all customer interruption 

durations (in minutes) divided by the total number of customers (average minutes of 

interruption per customer). 

 Customer Average Interruption Duration Index (CAIDI): SAIDI divided by SAIFI (average minutes 

per interruption). 

 

“Major Events” (Weather) Summary 

The following table summarizes the number of major event days each utility reported having in 2012.  In 

addition to the major events below, NIPSCO stated it experienced an additional 76 weather events it 

considered severe.  It should be noted that one storm system can potentially cause multiple major event 

days.  

Utility  Major Event Days 

NIPSCO  17 

IPL  6 

I&M  9 

Duke Energy Indiana 4 

Vectren  4 

 

April 2013

1



2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

NIPSCO

SAIFI 1.41 1.65 1.38 1.24 1.40 2.23 1.80 0.88 1.36 1.38 1.44

SAIDI 542 498 317 258 317 1,073 882 140 505 371 428

CAIDI 385 302 229 208 227 480 490 158 372 269 297

PSI/Duke

SAIFI 1.57 1.58 1.66 1.59 1.63 1.41 2.48 1.76 1.58 2.07 1.52

SAIDI 170 201 255 282 203 178 689 293 195 630 216

CAIDI 109 128 153 177 125 126 278 166 124 304 143

IPL

SAIFI 1.17 0.90 0.81 0.90 1.07 0.76 1.54 1.1 1.04 0.86 1.04

SAIDI 133 98 77 67 105 47 359 158 71 75 125

CAIDI 113 108 94 74 98 62 233 145 68 88 120

Vectren

SAIFI 1.46 1.27 2.36 2.05 1.87 1.23 2.33 2.56 1.02 2.16 1.24

SAIDI 164 111 932 376 241 89 859 2,889 90 711 117

CAIDI 107 87 395 185 128 72 369 1,126 88 330 95

I&M

SAIFI 1.68 1.56 1.42 1.31 1.24 1.24 1.63 0.91 0.98 1.12 1.39

SAIDI 931 594 291 1,132 222 199 1,164 122 392 258 1,071

CAIDI 554 380 205 863 179 161 713 133 400 230 773

Notes

SAIFI: System Average Interruption Frequency Index; (total # of customer interruptions) / (total # of customers)

SAIDI: System Average Interruption Duration Index; (duration or time of service interruptions) / (total # of customers)

CAIDI: Customer Average Interruption Duration Index; (SAIDI) / (SAIFI)

*Major events are storms or weather events that are more destructive than normal storm patterns.  The same definition of "major event" is not used by all utilities.

**NIPSCO's 2007 report updated values for 2004-2006 based on accepted industry standard IEEE Std 1366 - the values above reflect these revisions.

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

NIPSCO

SAIFI 1.15 1.45 1.22 1.09 1.21 1.06 1.11 0.88 0.94 0.92 0.83

SAIDI 196 350 213 181 196 180 199 140 122 126 102

CAIDI 171 242 175 166 163 169 179 158 130 137 123

PSI/Duke

SAIFI 1.36 1.22 1.21 1.27 1.32 1.23 1.26 1.3 1.32 1.27 1.29

SAIDI 134 127 124 138 136 133 146 133 138 146 149

CAIDI 98 103 102 109 103 109 116 102 104 115 115

IPL

SAIFI 1.03 0.79 0.71 0.90 1.07 0.76 1.04 0.94 1.04 0.86 0.82

SAIDI 74 66 53 67 105 47 81 81 71 75 57

CAIDI 72 83 75 74 98 62 78 86 68 88 70

Vectren

SAIFI 1.46 1.27 1.12 1.68 1.51 1.23 1.42 1.2 1.02 1.43 1.07

SAIDI 164 111 107 137 151 89 133 110 90 137 83

CAIDI 107 87 95 82 100 72 94 92 88 96 78

I&M

SAIFI 1.12 0.95 1.25 1.00 1.12 1.11 1.12 0.83 0.74 0.99 0.91

SAIDI 179 129 194 171 147 139 144 90 111 154 137

CAIDI 159 135 156 171 131 126 129 109 151 156 151

Notes

SAIFI: System Average Interruption Frequency Index; (total # of customer interruptions) / (total # of customers)

SAIDI: System Average Interruption Duration Index; (duration or time of service interruptions) / (total # of customers)

CAIDI: Customer Average Interruption Duration Index; (SAIDI) / (SAIFI)

*Major events are storms or weather events that are more destructive than normal storm patterns.  The same definition of "major event" is not used by all utilities.

**NIPSCO's 2007 report updated values for 2004-2006 based on accepted industry standard IEEE Std 1366 - the values above reflect these revisions.

Electric Reliability: Including Major Events*

Electric Reliability: NOT Including Major Events*

April 2013
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2012 2002-2011 Avg. 2012 Diff Vs Avg 2012 % Diff Vs Avg

NIPSCO*

SAIFI 0.83 1.10 -0.27 -25%

SAIDI 102 190 -88 -46%

CAIDI 123 169 -46 -27%

PSI/Duke

SAIFI 1.29 1.28 0.01 1%

SAIDI 149 136 14 10%

CAIDI 115 106 9 8%

IPL

SAIFI 0.82 0.91 -0.09 -10%

SAIDI 57 72 -15 -21%

CAIDI 70 78 -9 -11%

Vectren

SAIFI 1.07 1.33 -0.26 -20%

SAIDI 83 123 -40 -32%

CAIDI 78 91 -14 -15%

I&M

SAIFI 0.91 1.02 -0.12 -11%

SAIDI 137 146 -9 -6%

CAIDI 151 142 9 6%

*NIPSCO's 2007 report updated values for 2004-2006 based on accepted industry standard IEEE Std 1366.

The averages above reflect these revisions.

Comparison of 2012 Indices with 2002-2011 Average Indices (Without Major Events)

April 2013
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EXECUTIVE SUMMARY 

 This report presents Department of Public Service Staff’s (Staff) 

assessment of electric reliability performance in New York State.  As a means of 

monitoring the levels of service, utilities are required to submit detailed interruption data 

to the Public Service Commission (Commission).  Staff relies on two primary metrics to 

measure reliability performance:  the System Average Interruption Frequency Index 

(SAIFI or frequency) and the Customer Average Interruption Duration Index (CAIDI or 

duration).1  By compiling the results of individual utilities, the average frequency and 

duration of interruptions can be reviewed to assess the overall reliability of electric 

service in New York State. 

 The statewide interruption frequency for 2008, excluding major storms, 

was considerably better than that recorded in 2007, where all companies except Orange 

and Rockland Utilities, Inc. (Orange and Rockland) showed improvement.  The statewide 

duration in 2008 was slightly worse than in 2007.  The year 2008 was the second-most 

affected by storms in five years and had 35 more storms than in 2007.  Staff attributes 

some of the 2008 improvement in frequency to the high number of major storms 

(excludable events).  Typical weather patterns result in less severe weather that lead to 

minor storms, which are included in the measures and thereby increase performance 

measures.  Similar overall patterns exist for frequency and duration when analyzing the 

reliability data excluding Consolidated Edison Company of New York, Inc (Con Edison) 

performances.2

 With respect to individual utilities’ performances in 2008, Central Hudson 

Gas and Electric Corporation (Central Hudson), Niagara Mohawk Power Corporation 

d/b/a National Grid’s (National Grid) and Rochester Gas and Electric Corporation 

(RG&E) performed at, or better than, their historic levels.  Infrastructure improvements 

                                                 
1 SAIFI is the average number of times that a customer is interrupted during a year.  CAIDI is the 

average interruption duration time for those customers that experience an interruption during the year. 
2 Con Edison’s system includes many large, highly concentrated distribution networks.  As a result, its 

interruption frequency is extremely low as compared to other utilities’ interruption frequency and 
typically skews aggregated data measurements.  Therefore, Staff examines statewide statistics both 
including and excluding Con Edison’s data. 
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associated with National Grid’s commitment to invest $1.47 billion over a five year 

period appears to positively affect its reliability performance.3  Additionally, Central 

Hudson’s revised tree trimming program seems to be helping in reducing tree caused 

interruptions.  In 2008, Orange and Rockland was not as good as its 2007 performance 

for both frequency (slight change) and duration.  Orange and Rockland attributes its 

change in duration to the installation of distribution automation; Staff is currently 

investigating the relationship between distribution automation and duration. 

 Con Edison performed satisfactorily on its radial system for both frequency 

and duration, and better than previous year with respect to its network frequency.  The 

Company’s performance in 2008 for network duration, however, was significantly worse 

than its historic performance.  Based on a self-assessment conducted in response to 

Staff’s report for 2007Con Edison identified strategies to improve its performance and is 

implementing several pilot programs this summer.  It also formed a task force to continue 

to identify means to improve performances, especially on it network system.  The 

programs involve predictive outage modeling, improvements to assist in crew allocation 

and deployment in order to improve both network and radial outage durations.  In order 

to evaluate the effectiveness of Con Edison’s actions, Staff is recommending that the 

Company file a report of the task force findings and results from its pilot programs by 

September 15, 2009.  Staff is also recommending Con Edison perform a self-assessment 

to identify actions to improve its network duration performance and file the self-

assessment with Staff by September 15, 2009. 

 Although NYSEG’s overall reliability statistics improved compared with 

2007, its performance with respect to tree related outages continues to decline.  In last 

year’s reliability report, Staff recommended NYSEG perform a self-assessment of its 

existing distribution tree trimming program based on its declining performance and 

reduced expenditures on tree trimming.  The continued decline in performance with 

respect to tree related interruptions is not surprising because the Company’s self-

 
3 Case 06-M-0878, Joint Petition of National Grid PLC and KeySpan Corporation for Approval of Stock 

Acquisition and other Regulatory Authorizations. 
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assessment showed approximately half the circuit miles have been trimmed in 2007 and 

2008 when compared to 2002 through 2005 levels.  NYSEG’s decision to reduce its tree 

trimming activities and expenditures despite declining performance in this area needs to 

be examined in detail and will be the focus of a newly established Case 09-E-0472.4

 Electric utilities have reliability performance mechanisms (RPMs) in place 

as part of their rate plans.  The reliability performance mechanisms are designed such that 

companies are subject to negative revenue adjustments for failing to meet electric 

reliability targets.5  In 2008, Con Edison failed to achieve the duration target in its 

reliability performance mechanism for the network component of its distribution system 

and Orange and Rockland failed to achieve the duration target in its reliability 

performance mechanism for 2008.  Combined, these failures resulted in about $5.4 

million in negative revenue adjustments.  

 This report will be transmitted to an executive level operating officer of 

each electric utility with a letter from the Director of the Office of Electric, Gas, and 

Water.  Con Edison is expected to comply with the recommendations and submit 

documentation by the dates indicated in the report. 

 
4 Case 09-E-0472, In the Matter of Investigation of New York State Electric and Gas Corporation 

Expenditures Related to its Line Clearance Programs. 
5 NYSEG was the only utility not under an RPM in 2007 and 2008 because its mechanism expired in 

2006.  A new RPM is in place for the Company’s 2009 performance. 
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INTRODUCTION 

 The following report is an overview of the electric reliability performance 

in New York State.  As a means of monitoring the levels of service quality, the 

Commission’s Rules and Regulations require utilities delivering electricity in New York 

State to collect and submit information to the Commission about electric service 

interruptions on a monthly basis.6  Using the data, Staff calculates two primary 

performance metrics:  the System Average Interruption Frequency Index (SAIFI or 

frequency) and the Customer Average Interruption Duration Index (CAIDI or duration).  

The information provided is also subdivided into 10 categories that reflect the nature of 

the cause of interruption (cause code).7  By doing so, analysis of the cause code data can 

be used to highlight areas where increased capital investment or maintenance is needed.  

As an example, if a circuit were shown to be prone to lightning-caused interruptions, 

devices could be installed on that circuit to try to minimize the problem.  In general, most 

of a utility’s interruptions are a result of major storms, tree contacts, equipment failures, 

and accidents.8  Staff maintains the interruption information in a database that dates back 

to 1989, which allows it to observe trends. 

 In addition, the Commission adopted standards addressing the reliability of 

electric service by establishing minimum acceptable levels for both the frequency and 

duration of service interruptions for each major electric utility’s operating divisions.  The 

utilities are required to submit a formal reliability report by March 31st of every year 

containing detailed assessments of performance, including outage trends in a utility's 

various geographic regions, reliability improvement projects, and analyses of worst-

performing  

 
6 16 NYCRR Part 97, Notification of Interruption of Service requires utilities to keep detailed back-up 

data for six years. 
7 16 NYCRR Part 97, Notification of Interruption of Service specifies and defines the following ten 

cause codes that reflect the nature of the interruptions: major storms, tree contacts, overloads, 
operating errors, equipment failures, accidents, prearranged interruptions, customers equipment, 
lightning, and unknown.  There are an additional seven cause codes used exclusively for Con Edison’s 
underground network system. 

8 The accident cause codes cover events not typically in the utilities’ control including vehicular 
accidents, sabotage, and animal contacts.  Lightning is reported under a separate cause code. 
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feeders.  There are no revenue adjustments for failure to meet a minimum level under the 

service standards; utilities are, however, required to include a corrective action plan as 

part of the annual report.9  The service standards were last revised in 2004. 

 Interruption data is presented in two ways in this report – with major storms 

excluded and with major storms included.  A major storm is defined by the 

Commission’s regulations as any storm which causes service interruptions of at least 10 

percent of customers in an operating area, and/or interruptions with duration of 24 hours 

or more.10  Major storm interruptions are excluded from the data when calculating 

performance levels for service standards and reliability performance mechanisms.  The 

purpose of this policy is to achieve a balance between service interruptions under a 

utility’s control, such as equipment failures and line maintenance, and those over which a 

utility’s control is more limited, such as severe ice storm or a heavy wet snowstorm.  

Performance inclusive of major storms shows the actual customer experience during a 

year. 

 

 
9 Revenue adjustments for inferior performances are implemented through individual Reliability 

Performance Mechanisms established in rate orders. 
10 Major storms do not include heat-related service interruptions.  
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2008 RELIABILITY PERFORMANCE 

 The following sections provide a summary discussion of the reliability 

performance statewide and for each of the major utilities.  Each year, Staff also prepares 

an Interruption Report summarizing the monthly interruption data submitted by the 

utilities.  The 2008 Interruption Report contains detailed interruption data for each utility 

and statewide statistics for the past five years.  The Interruption Report for 2008 is 

attached as an Appendix.  Individual company discussions identify issues or actions 

within each company that influenced performance levels for 2008 and indicates 

company-specific trends where applicable. 

 In addition, performances are compared to utilities’ reliability performance 

mechanisms (RPMs) placed into effect as part of their rate orders.  The reliability 

performance mechanisms are designed such that companies are subjected to negative 

revenue adjustments for failing to meet electric reliability targets.  The targets are based 

on the indices used by the Commission's electric service standards. 

 Con Edison and Orange and Rockland each failed to achieve a target in 

their reliability performance mechanisms for 2008.  Con Edison failed to achieve the 

duration target for its network system, resulting in a potential negative rate adjustment of 

$5 million.11  Orange and Rockland failed to achieve its duration target, which results in 

a negative revenue adjustment of approximately $400,000. 

 

STATEWIDE 

 For many years, Staff has been combining the individual utility 

performances into overall statewide statistics.  By doing so, we evaluate the level of 

reliability provided and identify statewide trends.  Because Con Edison’s system includes 

many large, highly concentrated distribution networks, its interruption frequency is  

                                                 
11  This rate adjustment is a preliminary assessment based on Con Edison’s March 31, 2009 filing that 

detailed the Company’s compliance with its RPM.  Con Edison’s rate adjustment has not been 
presented to the Commission for final action. 
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extremely low as compared with other utilities.  This, combined with the fact that it 

serves the largest number of customers in the state, typically results in a skewing of the 

performance measures.  As a result, we examine and present aggregated data including 

and excluding Con Edison’s data. 

 Statewide, the frequency of interruptions when excluding major storms was 

0.56 in 2008, which is considerably better than the five-year average of 0.63 and better 

than 2007’s performance level of 0.65.  All companies, except Orange and Rockland, had 

fewer customers affected by power outages, again when major storms are excluded, as 

shown in Figure 1.  This improvement is amplified when Con Edison is excluded with 

the frequency performance for 2008 at 0.88, which is considerably better than the five-

year average of 0.98.  
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Figure 1:  Statewide Frequency Performance 
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 Figure 2 shows the statewide duration index for 2008, excluding major 

storms.  The overall statewide duration index continues to be at a more normal level of 

1.93 hours, as compared with 1.95 hours and 1.89 hours in 2005 and 2007, respectively.  

Con Edison’s Long Island City network outages greatly affected the statewide duration in 

2006.  The statewide duration index, excluding Con Edison, was 1.89 hours in 2008, 

which is slightly better than 2007 and equal to the five-year average. 
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Figure 2:  Statewide Duration Performance 

 In 2008, the weather during the winter and summer months was relatively 

severe, while there was a moderate amount of adverse weather activities in the spring.  

This pattern was apparent as numerous winter storms occurred during the early part of 

the year, culminating in a severe ice storm which significantly affected the Capital 

Region and Mid-Hudson in December 2008.  Several fronts that traversed the State in 

June and July brought severe storms and/or damaging winds.  In general, wind speeds 

and gusts were higher in 2008 than in prior years; National Grid reported the number of 

days with winds exceeding 30 miles per hour was 20% higher than the annual norm, and 

nearly twice the norm in two of its service areas.  As a result, the total number of major 
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storms experienced by utilities increased by 35 storms over last year (Table 1, below).  

National Grid and NYSEG each experienced more than 20 major storms in 2008. 

Table 1:  Major Storms in 2008 

Company 2007 2008 Change in 
Major Storms 

Con Edison 4 4 0 

National Grid 10 24 +14 

NYSEG 17 25 +8 

RG&E 10 12 +2 

Central Hudson 5 9 +4 

Orange and Rockland 1 8 +7 

    Total 47 82 +35 
 

 The year 2008 was the second-worst year for severe weather effects in the 

last five years (Figure 3, below).12  When including major storms, the 2008 statewide 

frequency and duration performances were 0.93 and 4.50, respectively.  When excluding 

Con Edison, the 2008 statewide frequency and duration performances including major 

storms were 1.51 and 4.62, respectively.  All four of these measures were worse than the 

five-year averages.  Major storms in 2008 accounted for 71% of the overall customer-

hours of interruptions and 39% of the overall number of customers affected. 

                                                 
12 The Buffalo area experienced a massive ice storm in 2006. 
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Figure 3:  Major Storm Customer Hours 

 

 New York State investor-owned electric utilities must submit a report to the 

Commission addressing all facets of their restoration effort if the restoration period 

associated with significant storms lasts more than three days.13  Overall, the utilities 

responded well to the major storms in 2008, restoring most customers affected within 24-

72 hours from the end of a storm.  In 2008, there were four reports submitted on major 

storms as listed in Table 2, below.  These storms, especially the December ice storm, as 

well as the numerous other major storms mentioned earlier, had a greater than historic 

effect on the total number of hours that customers were without service.  

 
Table 2:  Storm reports filed in 2008 

 
Date Company Areas Affected Reason for Interruptions 

October NYSEG Oneonta, Liberty Wind and Snow Storm 

December Central Hudson, 
NYSEG, GRID 

Capital District & 
Troy area Ice Storm 

CON EDISON 

                                                 
13 16 NYCRR Part 97, Part 105.4 
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Table 3:  Con Edison’s Historic Performances Excluding Major Storms 

Metric 2004 2005 2006 2007 2008 5-Year 
Average 

Network Systems 
Frequency (SAIFI) 0.005 0.006 0.021 0.075 0.017 0.025 
Duration (CAIDI) 3.64 4.44 60.81 1.79 6.28 15.39 

Radial System 
Frequency (SAIFI) 0.39 0.51 0.54 0.38 0.42 0.45 
Duration (CAIDI) 1.64 1.91 2.66 2.07 1.83 2.02 

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 
 

 Con Edison serves approximately 3.2 million customers in New York City 

and Westchester County.  Electricity is supplied to 2.4 million customers using network 

systems.  The remaining 900,000 customers are supplied by radial systems. 

 In 2008, the network frequency performances were significantly lower than 

its historical performances in 2006 and 2007.  The Company radial frequency was 

slightly higher than in 2007 but lower than the five year average.  In 2008, the Con 

Edison spent $562 million to improve the reliability on its electric system including $352 

million on relief programs, $122 million on reliability programs, and $88 million on 

maintenance programs.  In 2007 and 2008, the Company expanded its tree trimming 

budget and has seen a reduction in the number of interruption caused by trees as 

compared with previous years. 

 To minimize the frequency of customer outages, Con Edison’s networks 

are designed with redundant supply paths.  Individual service lines to customer premises, 

however, lack any supplemental supply.  Given these design criteria and underground 

settings, the majority of interruptions (85%) are associated with the service portion of the 

network system, as shown in Figure 4.  Equipment failures are the second highest (7%) 

cause for interruptions in 2008.  Failures on parts of the network grid itself (secondary 

feeders or mains) are the third highest cause for interruptions at 6%. 
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Figure 4:  Con Edison’s 2008 Network Interruptions by Cause 

 On its radial system, Con Edison’s performance in 2008 was better than the 

five year average for both frequency and duration.  Equipment failures are responsible for 

71% of the interruptions on the radial system, followed by trees and accidents at 14% and 

8%, respectively, as shown in Figure 5.   
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Figure 5:  Con Edison’s 2008 Radial Interruptions by Cause 
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 Con Edison had one of its worst years for network duration in 2008.  In 

recent years, Con Edison has missed its duration targets for both network and non-

network.14  As part of last year’s report, Staff recommended that the Company conduct a 

detailed self assessment into why its duration performance associated with its radial 

systems had deteriorated.  Con Edison responded by noting that nearly 40% of it longer 

duration outages are associated with weather events that typically occur in the late 

afternoon and early evening.  As a result, the Company has initiated a study to correlate 

weather patterns to high duration events.  Based on the results of the study, the Company 

expects to be able to better predict events and ensure sufficient staffing levels are on 

duty.  For 2009, the Con Edison has established a program to experiment with length of 

shifts (8-hr vs. 12-hr) to determine which provides better coverage, and will be 

implementing an automated call system to improve crew response times.  The Company 

is also considering dedicated crews to respond to specific outages and using electricians 

as first responders.  In 2008, Con Edison established a new workplace in Westchester 

County to reduce travel time in that area. 

 Finally, Con Edison has recently assembled a task force to identify 

strategies to help improve its network and radial duration performances.  Staff will be 

meeting with the task force in June to review new proposed actions.  We are encouraged 

by the pilot programs and would like to see successful programs applied on a company-

wide basis.  Therefore, Staff recommends that Con Edison file a report by September 15, 

2009 detailing information learned by the task force and during pilot programs.  The 

report should include information on how Con Edison will implement successful 

programs on a permanent basis.  Additionally, Staff recommends that Con Edison 

perform a self-assessment to identify strategies to improve its network performance and 

identify corrective actions that are unique to its network system.  The self assessment 

should also be filed by September 15, 2009. 

 

 

 
14  In 2007, a short duration incident affecting a large number of customers resulted in a network duration 
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NATIONAL GRID 

Table 4:  National Grid’s Historic Performances Excluding Major Storms 

Metric 2004 2005 2006 2007 2008 5-Year 
Average 

Frequency (SAIFI) 1.02 0.98 1.01 0.96 0.75 0.94 
Duration (CAIDI) 2.04 2.32 2.05 2.01 1.96 2.08 

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 
 
 National Grid serves approximately 1.59 million customers across upstate 

New York.  The Company’s territories include metropolitan areas such as the cities of 

Buffalo, Albany, and Syracuse.  National Grid also serves many rural areas in northern 

New York and the Adirondacks.  

 Overall, National Grid improved in 2008 and achieved all of its reliability 

targets.  Previously, National Grid missed the frequency target level of 0.93 for each year 

from 2004 until 2007.  Results this year, however, significantly improved and the 

Company met the target with an end result of 0.75.  Duration results were better in 2008 

as well; the Company has performed better than the duration target for three consecutive 

years now.  In general, the utility had improved service on a region by region basis. 

 The overall reliability improvements are partially due to the installation of 

432 reclosers, of which most were identified and installed through the Engineering 

Reliability Review (ERR) process since 2006.  The Company installed 234 out of the 432 

reclosers during the calendar year of 2008.  Results for both the frequency and duration 

categories were unusually low, due in part to the numerous interruptions resulting from 

major storms in 2008.  Although the Company exhibited a significant reliability 

improvement through various efforts, it is not likely that results of this magnitude will 

continue in the future.  Staff will encourage the utility to continue with efforts in order to 

sustain a reasonable level of reliability. 

 As a result of past reliability results, the Commission placed additional 

emphasis on National Grid’s reliability performance in association with its acquisition of 

Keyspan, which provides electric distribution services to the Long Island Power 

                                                                                                                                                             
that was well below historic performances. 
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Authority.  Because of this acquisition, the Commission created an Order requiring the 

utility to file details of its capital expenditure spending.  Staff actively reviews listed 

projects within this filing.  Additionally, Staff provides input and recommendations on 

the justification and progress of the projects. 

 As seen in Figure 6, equipment failures are the leading cause of 

interruptions for National Grid, however, this has been improving over the past five 

years.  The five year average number of interruptions in this category is approximately 

4,000; yet this year, the utility reported around 3,500 such occurrences.  Furthermore, 

results showed that the utility reduced the number of customers affected and customer 

hours for this cause code by almost one half compared to 2007.  As evident in the 

equipment failure cause code results from 2008, the above noted programs appear to be 

useful methods for improving National Grid’s reliability performance in association with 

equipment failures.  
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Figure 6:  National Grid’s 2008 Interruptions by Cause   

 National Grid made a commitment to spend $1.47 billion on capital 

improvements to its transmission and distribution system over a five year period from 

2007 until 2011.  The five-year investment plan contains proposed projects and strategies 
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to upgrade and replace components on its electric system.  In particular, the utility 

developed a Reliability Enhancement Plan (REP) to improve its performance by focused 

maintenance work on poor performing circuits and replacement of aging assets.  This 

plan specifically includes a targeted program to enhance the performance of feeders, asset 

replacement, an improved inspection and maintenance program, and a tree trimming 

program.  The REP also provides for the installation of sectionalizing equipment and 

animal guards that will help to minimize the number of customers affected when an 

outage occurs, or to avoid interruptions in general.  In conjunction with other programs, 

National Grid has replaced 665 transformers which were deteriorated or overloaded.  As 

noted above, the Company identified and installed 432 reclosers since 2006.  Many of the 

deteriorated assets addressed by the REP were identified as a result of the utility’s 

inspection program. 

 The second highest contributor to National Grid’s interruption performance 

for 2008 was tree-related outages; however, the Company showed signs of improvement 

as compared with last year’s results in this area as well.  Although the number of 

interruptions in 2008 for this cause code was fairly close to results of 2007, the number of 

customers affected and customer hours were reduced from last year by approximately 

15%.  Prior performance had prompted the utility to shorten its trimming cycle from six 

years to a more traditional five year period in urban areas.  National Grid has also 

expanded its program to remove “danger” trees outside of the standard clearance zone.  

With these amplified activities, the utility has gradually increased its spending on 

distribution tree trimming in recent years.  National Grid spent approximately $33 million 

for distribution trimming during fiscal year 2008.  The drop in tree-related interruptions 

in 2008 was mainly due to a reduced number of interruptions related to fallen trees.  

Outages caused by broken limbs and tree growth actually increased as compared with last 

years results.  Furthermore, the majority of improvements within this cause code occurred 

in the Syracuse and Buffalo areas.  Tree-related frequency results were actually up in five 

of National Grid’s eight operating divisions. 
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 The number of accident caused interruptions in 2008 as compared with 

2007decreased by approximately 20% and yielded a reduction of approximate 25% for 

both customers affected and customer duration.  The number of unknown causes of 

interruptions in 2008 was fairly equivalent to those of 2007, however, the number of 

customer affected and customer duration were higher than the 2007 results.  The number 

of 2008 lightning caused interruptions was also close to those of 2007, but the customer 

affected and customer duration decreased by approximately one half compared to the 

previous results.  

 National Grid’s capital investment program is having a positive affect.  

National Grid should continue to pursue infrastructure investments that relate reliability.  

As part of Case 06-M-0878, Staff will continue to closely monitor the Company’s capital 

improvements. 

 

NEW YORK STATE ELECTRIC AND GAS 

Table 5:  NYSEG’s Historic Performance Excluding Major Storms 

Metric 2004 2005 2006 2007 2008 5-Year 
Average 

Frequency (SAIFI) 1.13 1.12 1.12 1.20 1.11 1.13 
Duration (CAIDI) 1.96 1.96 2.01 2.22 2.08 2.05 

 

 Approximately 840,000 customers are served by NYSEG.  The Company is 

primarily located in the Binghamton and Finger Lakes regions, but does have localized 

service regions, including areas near Plattsburgh, Brewster, Mechanicville, and 

Lancaster. 

 The year 2008 showed improvement over last year’s poor reliability 

performance by the Company.  NYSEG’s 2008 frequency performance of 1.11 was better 

than both the previous year’s performance and its five year average performance level.  

The 2008 duration performance of 2.08 was also better than both the previous year’s 

performance, however, still slightly higher than the five year average.  The two major 
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contributors to NYSEG’s interruptions were tree contacts (41%) and equipment failures 

(21%), as shown in Figure 7.  
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Figure 7:  NYSEG’s 2008 Interruptions by Cause 

 Tree related interruptions have consistently had the greatest impact on 

NYSEG’s interruption performance.  As shown in Table 6 below, NYSEG’s performance 

has continuously declined with respect to tree caused interruptions.  In last year’s 

reliability report, Staff recommended that NYSEG perform a self-assessment of its 

existing distribution tree trimming program based on its declining performance and 

reduced expenditures on tree trimming.  On January 7, 2009, NYSEG responded to 

Staff’s recommendation stating that increased costs for tree trimming efforts per mile 

have reduced the number of overall miles completed each year.  The report showed  

 Table 6:  NYSEG’s Reliability Performance with respect 
  to Tree Caused Interruptions 

 
Year 

Customers 
Affected by Tree 

Interruptions 

Customer 
Hours for Tree 
Interruptions 

Number of 
Interruptions 
due to Trees 

2004 205,245 477,623 3,002 
2005 288,347 666,940 4,090 
2006 297,893 735,250 3,779 
2007 333,469 865,694 3,997 
2008 349,065 886,543 4,215 
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approximately half the circuit miles have been trimmed in 2007 and 2008 when 

compared to 2002 through 2005 levels.  The number of customers affected by tree events 

has increased by 32% compared to the average for the years 2002 through 2005. 

 In Case 05-E-1222, NYSEG was allowed $17.7 million in rates for tree 

trimming on an annual basis effective in 2007.  The Company indicated, however, that it 

has spent less in tree trimming on its distribution system than what was allowed in rates. 

 NYSEG’s existing tree trimming program requires cycle trimming on all of 

the 35 kV circuits, but only the three phase sections of its 12 kV and 5 kV circuits, and 

single phase sections of these circuits on an ad hoc basis.  The Company recommended in 

its self-assessment that in order to reduce tree caused interruptions, the existing tree 

trimming program should be expanded to perform cycle trimming on all single phase 

portions of its circuits.  Given that NYSEG has not completed its planned trimming in 

recent years, Staff has concerns about NYSEG’s tree trimming program. 

 Even though both frequency and duration improved in 2008 as compared 

with 2007, Staff continues to be concerned with NYSEG’s overall approach to managing 

its tree caused interruptions.  NYSEG’s decision to reduce its tree trimming activities 

despite declining performance in this area needs to be examined.  As a result, Staff will 

be seeking detailed information and explanations of trimming activities performed, 

spending variances, and quality assurance as part of the newly established Case 09-E-

0472. 

 Equipment failures are the second highest cause of interruptions.  In the 

Iberdrola merger (Case 07-M-0906), NYSEG was required to submit a condition 

assessment report.  This report was received by Staff on December 8, 2008, and provided 

information on all of the electrical equipment and assets within its service territory and 

identified how age is a continued concern on the entire electrical system.  The report 

concluded that NYSEG’s electrical system is in “sound” condition.  Over the past five 

years, however, NYSEG’s reliability data show a steady increase in the number of 

interruptions caused by the failure or poor performance of the system equipment. 
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 To proactively address the Company’s aging infrastructure and equipment 

failure issues, NYSEG started a Transmission and Distribution Infrastructure 

Replacement Program (TDIRP).  This program has been in place since 2005 and is the 

principal funding source for projects that address overall system condition issues.  

Overall Staff views this program as beneficial; however, funding for the program has 

been on the decline, and Staff is concerned whether NYSEG is committing appropriate 

funding resources to making the necessary infrastructure investments through TDIRP. 

 Another concern noted in Staff’s reliability report last year was a declining 

trend in field staffing/personnel levels.  As required, NYSEG provided its self-assessment 

that stated cost pressures have diminished its ability to increase or even maintain the field 

personnel levels once held in previous years.  The Company goes on to say that while it 

continues to maintain sufficient numbers of workers to achieve the established reliability 

performance targets, increasing the number of qualified field personnel by approximately 

10% may support improved duration numbers.  As shown in Table 7 below, NYSEG has 

increased in total field personnel number for 2008.  The increases, however, are for 

apprentice workers and not the qualified workers the Company is seeking.15

 
Table 7:  NYSEG’s Field Personnel Information 

 2004 2005 2006 2007 2008 
Total Number of  
Field Personnel 646 651 619 608 662 

Percent Change 
from Previous Year ---- +0.8% -4.9% -1.8% +8.2% 

 
 

ROCHESTER GAS AND ELECTRIC 

Table 8:  RG&E’s Historic Performances Excluding Major Storms 

Metric 2004 2005 2006 2007 2008 5-Year 
Average 

Frequency (SAIFI) 0.86 0.79 0.79 0.83 0.78 0.81 
Duration (CAIDI) 1.84 1.87 1.78 1.73 1.85 1.81 

                                                 
15 It takes approximately 3 years for an apprentice to be considered a qualified worker. 
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 RG&E serves approximately 360,000 customers.  Although the Company is 

comprised of four service areas, its Rochester division accounts for approximately 80% 

of its customer base.  As a result, its overall reliability statistics mirror that of the 

Rochester division. 

 With regard to service reliability, RG&E continues to be one of the better 

performing utilities within the state.  The Company has not failed its RPM targets of 0.90 

for frequency and 1.90 for duration as established in its rate orders.  As shown in Table 8, 

above, RG&E’s performance for frequency and duration continue to be fairly consistent 

with its five year average.  In 2008, the Company’s frequency performance of 0.78 is the 

lowest since 2004.  RG&E’s duration performance of 1.85 in 2008 was slightly higher 

than both the previous year’s performance.  Figure 8 shows that the two major 

contributors to interruptions continue to be equipment failures (31%) and tree contacts 

(21%).  The levels are slightly higher than the five year averages of both equipment 

failures and tree contacts.   
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Figure 8:  RG&E’s 2008 Interruptions by Cause 
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 Like NYSEG, RG&E was required to submit a conditions assessment 

report as part of the Iberdrola merger agreement.  This report was received by Staff on 

December 8, 2008, and concluded that RGE’s electrical system is in “sound” condition.  

Equipment failures, however, continues to be RG&E’s highest contributor to its 

interruption performance.  In 2007, RG&E implemented its own Transmission and 

Distribution Infrastructure Replacement Program (TDIRP), similar to that used by 

NYSEG, to address the Company’s aging infrastructure and equipment failure issues.  

Staff encourages RG&E to make necessary infrastructure investments through TDIRP to 

ensure safe and reliable service to its customers.   

 

CENTRAL HUDSON GAS AND ELECTRIC 

Table 9:  Central Hudson’s Historic Performances Excluding Major Storms 

Metric 2004 2005 2006 2007 2008 5-Year 
Average 

Frequency (SAIFI) 1.36 1.44 1.59 1.42 1.27 1.42 
Duration (CAIDI) 2.35 2.70 2.58 2.43 2.47 2.51 

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 
 

 Central Hudson serves approximately 298,000 customers in the Mid-

Hudson Valley region.  The Company’s territory is mainly suburban and rural.  Central 

Hudson does serve some urban regions, such as the cities of Poughkeepsie and 

Newburgh.  Central Hudson’s RPM targets were reestablished at 1.45 for frequency and 

2.50 for duration in its most recent rate order, effective in 2007.16

 Central Hudson’ frequency performance of 1.27 in 2008 was its best in five 

years, considerably better than its five-year average (Table 9, above).  The 2008 duration 

performance of 2.47 was better than the five-year average, but still close to the RPM 

target of 2.50, however.  Figure 9 shows that 37% of customer interruptions are due to 

tree related issues, followed by accidents at 22%.   

 

                                                 
16 As part of the joint agreement adopted in the last rate order, Central Hudson was not assessed revenue 

adjustments for 2005 performances. 
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Figure 9:  Central Hudson’s 2008 Interruptions by Cause 

 

 Central Hudson has had a reduction in equipment failures resulting in 

customer outages since 2005 (see Table 10 below); in 2008, equipment failures were 

responsible for only 18% of the interruptions.  

 

Table 10:  Customers Affected by Service Interruptions 

Year Tree Equipment 

2004 136,933 89,177 
2005 155,504 109,190 
2006 172,850 104,263 
2007 156,053 99,290 
2008 137,170 86,115 

 

 In last year’s report Staff directed that Central Hudson perform a self 

assessment of its line clearance program.  Staff reviewed Central Hudson’s report and 

found it satisfactory.  It does appear that Central Hudson has been addressing tree caused 

interruptions in a logical way, expanding lessons learned in its enhanced clearance 

program to the rest of the system and positive results might have begun to be seen (see 

Table 10, above).  In its current rate case proceeding, based on the recommendation of its 
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consultant and actual experience, Central Hudson proposed (and Staff supported) 

expanding its enhanced tree trimming program of critical three-phase lines as well as the 

implementation of the modified enhanced program for the rest of the system, both single 

and multi-phase.  A possible encouraging trend in reduced tree outages may also be seen 

in Table 9 (above) and will be something we will monitor. 

 Central Hudson’s annual reliability report indicates one driver of outage 

duration is overloaded distribution transformers.  Several districts noted they are 

replacing transformers before they fail using a combination of Transformer Load 

Management database and field checks with line foremen.  This approach appears to have 

merit especially as preparation for warmer summers, such as was experienced in 2008. 

 

ORANGE AND ROCKLAND 

Table 11:  O&R’s Historic Performances Excluding Major Storms 

Metric 2004 2005 2006 2007 2008 5-Year 
Average 

Frequency (SAIFI) 1.30 1.36 1.23 1.03 1.19 1.22 
Duration (CAIDI) 1.61 1.71 1.51 1.60 1.83 1.65 

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 
 

 Orange and Rockland is the smallest of the major investor-owned electric 

utilities.  It serves approximately 217,000 customers in three New York counties along 

the New Jersey and Pennsylvania border.  In 2008, the Company met its reliability 

performance mechanism target for frequency.  The 2008 frequency performance, 

although higher than 2007, was still below the Company’s five year average performance 

level.  Orange and Rockland, however, failed its reliability performance mechanism for 

duration in 2008 with a performance of 1.83. 

  As shown in Figure 10 (below), equipment failures (34%) and trees (31%) 

caused the majority of interruptions in 2008.  Orange and Rockland is addressing 

reliability issues due to equipment failures through capital improvement programs such 

as the Distribution Automation Program, the Underground Cable Maintenance and 
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Rebuild Program, and a number of service reliability improvement projects directed by 

the circuit priority-rating methodology. 
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Figure 10:  Orange and Rockland’s 2008 Interruptions by Cause 

 The Company is addressing the tree concerns through increased efforts on 

its trimming programs.  In addition to the four-year cycle based tree trimming program, 

the Company has continued to identify additional efforts to address key areas with 

recurring outages such as a recurring outage identification program and a “cycle buster” 

trimming program.  These programs should help reduce the impact of tree contacts on the 

Company’s electrical system through the coming years. 

 Orange and Rockland's duration performance in 2008 was slightly above its 

RPM target of 1.70.  The Company had performed better than this target in both 2006 

and 2007.  Since its last rate filing (Case 07-0949), Orange and Rockland has been 

expressing concern that distribution automation equipment is negatively impacting its 

duration performance and recently made a presentation to Staff on the issue.  As a result, 

Staff is working closely with the Company to determine the identifiable affects 

distribution automation has on the duration measure. 
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 Staff believes that Orange and Rockland is appropriately installing more 

distribution automation equipment, increasing tree trimming efforts, and performing 

needed capital improvement projects to improve overall reliability.  Equipment Failures 

and Tree Contacts continue to be the major causes of interruptions throughout the past 

five-years and this performance trend remains consistent throughout each operating 

division as well.  Orange and Rockland’s has been striving to control tree and equipment 

related interruptions for several years now.  Even though immediate drastic changes are 

not anticipated due to the nature of the causes, small and steady improvements are 

expected in the years to come with the finalization of additional reliability projects.   

  

RECOMMENDATIONS 

 The following is a summary of Staff recommendations based on our 

analysis of reliability performances in 2008.  Additionally, NYSEG will have to respond 

to actions taken as part of Case 04-E-0472. 

1. Con Edison should file a report no later than September 15, 2009 detailing 
information learned during pilot programs related to improving its duration 
performance and explaining how successful programs from the pilot programs would 
be implemented on a permanent basis. 

2. Con Edison should perform a self-assessment to identify strategies to improve its 
network duration performance and identify corrective actions that are unique to its 
network system.  The self assessment should be filed no later than September 15, 
2009. 
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ATTACHMENT 
Definitions and Explanations of Terms Used in the 2008 

Statewide Electric Service Interruption Report 
 

 
Interruption is the loss of service for five minutes or more. 
 
Customer hours is the time a customer is without electric service. 
 
Customers affected is the number of customers without electric service. 
 
Customers served is the number of customers as of the last day of the current year.  For 
example, for the calendar year of 2008, customers served is the number of customers as 
of 12/31/2008.  For indices using customers served, the previous year is used. 
 
Frequency (SAIFI) measures the average number of interruptions experienced by 
customers served by the utility.  It is the customers affected divided by the customers 
served at the end of the previous year, i.e., 12/31/2007.  
 
Duration (CAIDI) measures the average time that an affected customer is out of electric 
service.  It is the customer hours divided by the customers affected. 
 
Availability (SAIDI) is the average amount of time a customer is out-of-service during a 
year.  It is the customer hours divided by the number of customers served at the end of the 
previous year, i.e., 12/31/2007.  Mathematically, it also is SAIFI multiplied by CAIDI. 
 
Interruptions Per 1000 Customers Served is the number of interruptions divided by the 
number of customers served at the end of the previous year, i.e., 12/31/2007, divided by 
1,000. 
 
Major Storm is defined as any storm which causes service interruptions of at least ten 
percent of customers in an operating area, or if the interruptions last for 24 hours or more. 
 
Operating Area is a geographical subdivision of each electric utility's franchise territory.  
These areas are also called regions, divisions, or districts. 
  
 Most of the data is presented two ways, with major storms included and 
major storms excluded.  Major storms tend to distort a utility's performance trend.  Tables 
and graphs that exclude major storms illustrate interruptions that are more under the 
utility's control.  It portrays a utility's system facilities under normal conditions, although this 
can be misleading because interruptions during "normal" bad weather are included and it is 
difficult to analyze from year to year. 
 
 The first two tables show frequency and duration indices for the last five 
years for each utility and Statewide with and without Con Edison data.  Con Edison has by 
far the lowest frequency numbers and tends to distort the Statewide data.  Much of Con 
Edison's distribution system consists of a secondary network.  In a secondary network, a 
customer is fed from multiple supplies, making the probability of an interruption relatively 
rare. 
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COMPARISON OF SERVICE RELIABILITY INDICES 
(EXCLUDING MAJOR STORMS)

2004 2005 2006 2007 2008 5 YR AVG
CHGE
FREQUENCY 1.36 1.44 1.59 1.42 1.27 1.42
DURATION 2.35 2.70 2.58 2.43 2.47 2.51

CONED
FREQUENCY 0.11 0.14 0.16 0.16 0.13 0.14
DURATION 1.71 1.99 8.23 1.97 2.27 3.23

LIPA *
FREQUENCY 0.83 0.85 0.75 0.90 0.77 0.82
DURATION 1.04 1.07 1.37 1.20 1.36 1.21

NAT GRID
FREQUENCY 1.02 0.98 1.01 0.96 0.75 0.94
DURATION 2.04 2.32 2.05 2.01 1.96 2.08

NYSEG
FREQUENCY 1.13 1.12 1.12 1.20 1.11 1.13
DURATION 1.96 1.96 2.01 2.22 2.08 2.05

O&R
FREQUENCY 1.30 1.36 1.23 1.03 1.19 1.22
DURATION 1.61 1.71 1.51 1.60 1.83 1.65

RG&E
FREQUENCY 0.86 0.79 0.79 0.83 0.78 0.81
DURATION 1.84 1.87 1.78 1.73 1.85 1.81

STATEWIDE (WITHOUT CONED)
FREQUENCY 1.02 1.01 1.00 1.01 0.88 0.98
DURATION 1.81 1.95 1.92 1.88 1.89 1.89

STATEWIDE (WITH CONED)
FREQUENCY 0.64 0.65 0.65 0.65 0.56 0.63
DURATION 1.80 1.95 2.57 1.89 1.93 2.03

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December 
value from the previous year.
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COMPARISON OF SERVICE RELIABILITY INDICES 
(INCLUDING MAJOR STORMS)

2004 2005 2006 2007 2008 5 YR AVG
CHGE
FREQUENCY 1.42 1.83 2.20 1.51 2.15 1.82
DURATION 2.45 3.27 4.12 2.51 5.76 3.62

CONED
FREQUENCY 0.11 0.15 0.23 0.18 0.14 0.16
DURATION 1.74 2.32 12.31 3.12 2.71 4.44

LIPA *
FREQUENCY 0.91 1.07 1.17 1.03 1.09 1.05
DURATION 1.12 1.42 1.99 1.37 1.65 1.51

NAT GRID
FREQUENCY 1.12 1.28 1.48 1.31 1.37 1.31
DURATION 2.15 2.76 7.18 2.70 4.32 3.82

NYSEG
FREQUENCY 1.41 1.77 1.79 1.71 2.14 1.76
DURATION 2.26 3.27 10.32 3.62 7.07 5.31

O&R
FREQUENCY 1.46 1.83 1.81 1.17 1.64 1.58
DURATION 1.77 2.42 2.15 1.92 2.94 2.24

RG&E
FREQUENCY 0.98 0.93 0.98 1.16 1.36 1.08
DURATION 2.04 1.90 2.14 1.80 3.77 2.33

STATEWIDE (WITHOUT CONED)
FREQUENCY 1.15 1.36 1.48 1.31 1.51 1.36
DURATION 1.97 2.60 6.02 2.56 4.62 3.55

STATEWIDE (WITH CONED)
FREQUENCY 0.71 0.85 0.96 0.83 0.93 0.86
DURATION 1.95 2.58 6.65 2.61 4.50 3.66

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December 
value from the previous year.
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STATEWIDE (WITHOUT CON ED)
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 50,242 54,434 55,211 55,425 53,758 53,814
Number of Customer-Hours 8,015,041 8,631,869 8,439,916 8,439,464 7,399,179 8,185,094
Number of Customers Affected 4,439,677 4,433,386 4,400,072 4,495,428 3,910,426 4,335,798
Number of Customers Served 4,392,363 4,415,079 4,434,324 4,436,307 4,429,635 4,421,542
Average Duration Per Customer Affected (CAIDI) 1.81 1.95 1.92 1.88 1.89 1.89
Average Duration Per Customers Served 1.83 1.97 1.91 1.90 1.67 1.86
Interruptions Per 1000 Customers Served 11.49 12.39 12.51 12.50 12.12 12.20
Number of Customers Affected Per Customer Served (SAIFI) 1.02 1.01 1.00 1.01 0.88 0.98

STATEWIDE (WITH CON ED)
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 59,458 65,019 65,752 66,746 65,403 64,476
Number of Customer-Hours 8,596,012 9,506,355 12,603,322 9,429,452 8,326,562 9,692,341
Number of Customers Affected 4,779,817 4,873,534 4,905,844 4,996,967 4,319,550 4,775,142
Number of Customers Served 7,553,747 7,602,291 7,652,745 7,681,104 7,701,361 7,638,250
Average Duration Per Customer Affected (CAIDI) 1.80 1.95 2.57 1.89 1.93 2.03
Average Duration Per Customers Served 1.14 1.26 1.66 1.23 1.08 1.28
Interruptions Per 1000 Customers Served 7.91 8.61 8.65 8.72 8.51 8.48
Number of Customers Affected Per Customer Served (SAIFI) 0.64 0.65 0.65 0.65 0.56 0.63

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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STATEWIDE (WITHOUT CON ED)
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 53,535 66,767 70,872 61,753 73,150 65,215
Number of Customer-Hours 9,852,887 15,493,419 39,413,242 14,848,512 30,962,269 22,114,066
Number of Customers Affected 5,009,438 5,960,730 6,548,910 5,808,516 6,705,414 6,006,602
Number of Customers Served 4,392,363 4,415,079 4,434,324 4,436,307 4,429,635 4,421,542
Average Duration Per Customer Affected (CAIDI) 1.97 2.60 6.02 2.56 4.62 3.55
Average Duration Per Customers Served 2.25 3.53 8.93 3.35 6.98 5.01
Interruptions Per 1000 Customers Served 12.24 15.20 16.05 13.93 16.49 14.78
Number of Customers Affected Per Customer Served (SAIFI) 1.15 1.36 1.48 1.31 1.51 1.36

STATEWIDE (WITH CON ED)
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 62,806 77,937 86,734 74,261 85,548 77,457
Number of Customer-Hours 10,454,054 16,612,929 48,437,221 16,630,252 32,188,186 24,864,528
Number of Customers Affected 5,355,101 6,442,863 7,282,114 6,379,276 7,158,329 6,523,537
Number of Customers Served 7,553,747 7,602,291 7,652,745 7,681,104 7,701,361 7,638,250
Average Duration Per Customer Affected (CAIDI) 1.95 2.58 6.65 2.61 4.50 3.66
Average Duration Per Customers Served 1.39 2.20 6.37 2.17 4.19 3.27
Interruptions Per 1000 Customers Served 8.36 10.32 11.41 9.70 11.14 10.18
Number of Customers Affected Per Customer Served (SAIFI) 0.71 0.85 0.96 0.83 0.93 0.86

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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CENTRAL HUDSON
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 6,514 6,911 7,538 6,386 6,857 6,841
Number of Customer-Hours 917,136 1,125,389 1,201,109 1,021,859 933,993 1,039,897
Number of Customers Affected 389,969 416,547 464,765 420,769 377,564 413,923
Number of Customers Served 289,080 292,816 295,368 298,386 300,621 295,254
Average Duration Per Customer Affected (CAIDI) 2.35 2.70 2.58 2.43 2.47 2.51
Average Duration Per Customers Served 3.21 3.89 4.10 3.46 3.13 3.56
Interruptions Per 1000 Customers Served 22.77 23.91 25.74 21.62 22.98 23.40
Number of Customers Affected Per Customer Served (SAIFI) 1.36 1.44 1.59 1.42 1.27 1.42

CENTRAL HUDSON
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 6,756 8,309 10,066 6,681 9,887 8,340
Number of Customer-Hours 994,057 1,735,705 2,649,690 1,117,802 3,705,277 2,040,506
Number of Customers Affected 405,534 530,319 643,778 444,813 642,949 533,479
Number of Customers Served 289,080 292,816 295,368 298,386 300,621 295,254
Average Duration Per Customer Affected (CAIDI) 2.45 3.27 4.12 2.51 5.76 3.62
Average Duration Per Customers Served 3.47 6.00 9.05 3.78 12.42 6.95
Interruptions Per 1000 Customers Served 23.62 28.74 34.38 22.62 33.13 28.50
Number of Customers Affected Per Customer Served (SAIFI) 1.42 1.83 2.20 1.51 2.15 1.82

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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CON ED (SYSTEM)
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 9,216 10,585 10,541 11,321 11,645 10,662
Number of Customer-Hours 580,971 874,487 4,163,407 989,988 927,383 1,507,247
Number of Customers Affected 340,140 440,148 505,772 501,539 409,124 439,345
Number of Customers Served 3,161,384 3,187,212 3,218,421 3,244,797 3,271,726 3,216,708
Average Duration Per Customer Affected (CAIDI) 1.71 1.99 8.23 1.97 2.27 3.23
Average Duration Per Customers Served 0.18 0.28 1.31 0.31 0.29 0.47
Interruptions Per 1000 Customers Served 2.93 3.35 3.31 3.52 3.59 3.34
Number of Customers Affected Per Customer Served (SAIFI) 0.11 0.14 0.16 0.16 0.13 0.14

CON ED (SYSTEM)
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 9,271 11,170 15,862 12,508 12,398 12,242
Number of Customer-Hours 601,167 1,119,510 9,023,979 1,781,740 1,225,917 2,750,463
Number of Customers Affected 345,663 482,133 733,204 570,760 452,915 516,935
Number of Customers Served 3,161,384 3,187,212 3,218,421 3,244,797 3,271,726 3,216,708
Average Duration Per Customer Affected (CAIDI) 1.74 2.32 12.31 3.12 2.71 4.44
Average Duration Per Customers Served 0.19 0.35 2.83 0.55 0.38 0.86
Interruptions Per 1000 Customers Served 2.95 3.53 4.98 3.89 3.82 3.83
Number of Customers Affected Per Customer Served (SAIFI) 0.11 0.15 0.23 0.18 0.14 0.16

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.

June, 2009



CON ED (NETWORK)

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 4,360 4,967 4,274 5,571 5,485 4,931
Number of Customer-Hours 44,195 59,566 2,947,306 316,477 252,964 724,101
Number of Customers Affected 12,138 13,406 48,467 176,430 40,301 58,148
Number of Customers Served 2,319,321 2,339,622 2,363,897 2,361,145 2,385,760 2,353,949
Average Duration Per Customer Affected (CAIDI) 3.64 4.44 60.81 1.79 6.28 15.39
Average Duration Per Customers Served 0.02 0.03 1.26 0.13 0.11 0.31
Interruptions Per 1000 Customers Served 1.89 2.14 1.83 2.36 2.32 2.11
Number of Customers Affected Per Customer Served (SAIFI) 0.005 0.006 0.021 0.075 0.017 0.025

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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CON ED (RADIAL)
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 4,856 5,618 6,267 5,750 6,160 5,730
Number of Customer-Hours 536,776 814,921 1,216,101 673,511 674,419 783,146
Number of Customers Affected 328,002 426,742 457,305 325,109 368,823 381,196
Number of Customers Served 842,063 847,590 854,524 883,652 885,966 862,759
Average Duration Per Customer Affected (CAIDI) 1.64 1.91 2.66 2.07 1.83 2.02
Average Duration Per Customers Served 0.64 0.97 1.43 0.79 0.76 0.92
Interruptions Per 1000 Customers Served 5.81 6.67 7.39 6.73 6.97 6.72
Number of Customers Affected Per Customer Served (SAIFI) 0.39 0.51 0.54 0.38 0.42 0.45

CON ED (RADIAL)
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 4,911 6,203 11,588 6,937 6,913 7,310
Number of Customer-Hours 556,972 1,059,944 6,076,673 1,465,264 972,954 2,026,361
Number of Customers Affected 333,525 468,727 684,737 394,330 412,614 458,787
Number of Customers Served 842,063 847,590 854,524 883,652 885,966 862,759
Average Duration Per Customer Affected (CAIDI) 1.67 2.26 8.87 3.72 2.36 3.78
Average Duration Per Customers Served 0.67 1.26 7.17 1.71 1.10 2.38
Interruptions Per 1000 Customers Served 5.88 7.37 13.67 8.12 7.82 8.57
Number of Customers Affected Per Customer Served (SAIFI) 0.40 0.56 0.81 0.46 0.47 0.54

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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LIPA
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 15,423 17,728 18,634 18,736 18,135 17,731
Number of Customer-Hours 942,669 999,412 1,129,275 1,190,411 1,166,613 1,085,676
Number of Customers Affected 908,253 931,276 823,396 995,077 856,405 902,881
Number of Customers Served 1,096,472 1,103,162 1,108,540 1,110,853 1,114,716 1,106,749
Average Duration Per Customer Affected (CAIDI) 1.04 1.07 1.37 1.20 1.36 1.21
Average Duration Per Customers Served 0.87 0.91 1.02 1.07 1.05 0.98
Interruptions Per 1000 Customers Served 14.16 16.17 16.89 16.90 16.33 16.09
Number of Customers Affected Per Customer Served (SAIFI) 0.83 0.85 0.75 0.90 0.77 0.82

LIPA
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 15,956 21,317 24,905 20,077 20,471 20,545
Number of Customer-Hours 1,105,002 1,675,011 2,564,134 1,564,559 1,998,270 1,781,395
Number of Customers Affected 986,170 1,177,059 1,289,698 1,142,365 1,208,292 1,160,717
Number of Customers Served 1,096,472 1,103,162 1,108,540 1,110,853 1,114,716 1,106,749
Average Duration Per Customer Affected (CAIDI) 1.12 1.42 1.99 1.37 1.65 1.51
Average Duration Per Customers Served 1.01 1.53 2.32 1.41 1.80 1.62
Interruptions Per 1000 Customers Served 14.65 19.44 22.58 18.11 18.43 18.64
Number of Customers Affected Per Customer Served (SAIFI) 0.91 1.07 1.17 1.03 1.09 1.05

*  LIPA is not regulated by the NYS PSC.
* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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NATIONAL GRID
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 13,917 13,680 13,665 14,606 12,939 13,761
Number of Customer-Hours 3,274,229 3,598,884 3,289,340 3,045,363 2,334,754 3,108,514
Number of Customers Affected 1,602,708 1,551,448 1,607,461 1,518,634 1,188,585 1,493,767
Number of Customers Served 1,580,131 1,585,383 1,589,949 1,594,179 1,583,311 1,586,591
Average Duration Per Customer Affected (CAIDI) 2.04 2.32 2.05 2.01 1.96 2.08
Average Duration Per Customers Served 2.08 2.28 2.07 1.92 1.46 1.96
Interruptions Per 1000 Customers Served 8.82 8.66 8.62 9.19 8.12 8.68
Number of Customers Affected Per Customer Served (SAIFI) 1.02 0.98 1.01 0.96 0.75 0.94

NATIONAL GRID
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 14,760 16,211 16,279 16,222 18,301 16,355
Number of Customer-Hours 3,800,127 5,568,127 16,813,162 5,605,931 9,410,833 8,239,636
Number of Customers Affected 1,766,092 2,020,066 2,341,235 2,075,480 2,177,786 2,076,132
Number of Customers Served 1,580,131 1,585,383 1,589,949 1,594,179 1,583,311 1,586,591
Average Duration Per Customer Affected (CAIDI) 2.15 2.76 7.18 2.70 4.32 3.82
Average Duration Per Customers Served 2.41 3.52 10.61 3.53 5.90 5.19
Interruptions Per 1000 Customers Served 9.35 10.26 10.27 10.20 11.48 10.31
Number of Customers Affected Per Customer Served (SAIFI) 1.12 1.28 1.48 1.31 1.37 1.31

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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NYSEG
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 8,946 10,190 9,682 10,317 10,027 9,832
Number of Customer-Hours 1,866,112 1,872,868 1,913,315 2,299,142 1,980,213 1,986,330
Number of Customers Affected 952,258 955,009 953,941 1,034,113 953,105 969,685
Number of Customers Served 849,335 854,508 859,440 859,963 857,517 856,153
Average Duration Per Customer Affected (CAIDI) 1.96 1.96 2.01 2.22 2.08 2.05
Average Duration Per Customers Served 2.21 2.21 2.24 2.68 2.30 2.32
Interruptions Per 1000 Customers Served 10.59 12.00 11.33 12.00 11.66 11.48
Number of Customers Affected Per Customer Served (SAIFI) 1.13 1.12 1.12 1.20 1.11 1.13

NYSEG
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 10,269 14,364 12,835 12,928 17,008 13,481
Number of Customer-Hours 2,687,162 4,926,508 15,787,602 5,314,914 12,974,501 8,338,137
Number of Customers Affected 1,188,998 1,504,612 1,529,247 1,469,825 1,836,251 1,505,787
Number of Customers Served 849,335 854,508 859,440 859,963 857,517 856,153
Average Duration Per Customer Affected (CAIDI) 2.26 3.27 10.32 3.62 7.07 5.31
Average Duration Per Customers Served 3.18 5.80 18.48 6.18 15.09 9.75
Interruptions Per 1000 Customers Served 12.15 16.91 15.02 15.04 19.78 15.78
Number of Customers Affected Per Customer Served (SAIFI) 1.41 1.77 1.79 1.71 2.14 1.76

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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O&R
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 2,546 2,718 2,688 2,596 2,993 2,708
Number of Customer-Hours 440,617 493,591 397,977 356,514 470,431 431,826
Number of Customers Affected 274,124 289,022 264,121 222,895 256,943 261,421
Number of Customers Served 212,352 214,546 216,268 215,694 217,373 215,247
Average Duration Per Customer Affected (CAIDI) 1.61 1.71 1.51 1.60 1.83 1.65
Average Duration Per Customers Served 2.09 2.32 1.85 1.65 2.18 2.02
Interruptions Per 1000 Customers Served 12.10 12.80 12.53 12.00 13.88 12.66
Number of Customers Affected Per Customer Served (SAIFI) 1.30 1.36 1.23 1.03 1.19 1.22

O&R
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 2,729 3,123 3,546 2,738 3,655 3,158
Number of Customer-Hours 542,652 942,127 836,046 483,938 1,043,235 769,600
Number of Customers Affected 307,396 388,553 388,164 252,650 354,315 338,216
Number of Customers Served 212,352 214,546 216,268 215,694 217,373 215,247
Average Duration Per Customer Affected (CAIDI) 1.77 2.42 2.15 1.92 2.94 2.24
Average Duration Per Customers Served 2.58 4.44 3.90 2.24 4.84 3.60
Interruptions Per 1000 Customers Served 12.97 14.71 16.53 12.66 16.95 14.76
Number of Customers Affected Per Customer Served (SAIFI) 1.46 1.83 1.81 1.17 1.64 1.58

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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RG&E
Excluding Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 2,896 3,207 3,004 2,784 2,807 2,940
Number of Customer-Hours 574,278 541,725 508,899 526,175 513,175 532,850
Number of Customers Affected 312,365 290,084 286,388 303,940 277,824 294,120
Number of Customers Served 364,993 364,664 364,759 357,232 356,097 361,549
Average Duration Per Customer Affected (CAIDI) 1.84 1.87 1.78 1.73 1.85 1.81
Average Duration Per Customers Served 1.58 1.48 1.40 1.44 1.44 1.47
Interruptions Per 1000 Customers Served 7.96 8.79 8.24 7.63 7.86 8.10
Number of Customers Affected Per Customer Served (SAIFI) 0.86 0.79 0.79 0.83 0.78 0.81

RG&E
Including Major Storms

2004 2005 2006 2007 2008 5 YR AVG

Number of Interruptions 3,065 3,443 3,241 3,107 3,828 3,337
Number of Customer-Hours 723,887 645,940 762,609 761,368 1,830,153 944,791
Number of Customers Affected 355,248 340,121 356,788 423,383 485,821 392,272
Number of Customers Served 364,993 364,664 364,759 357,232 356,097 361,549
Average Duration Per Customer Affected (CAIDI) 2.04 1.90 2.14 1.80 3.77 2.33
Average Duration Per Customers Served 1.99 1.77 2.09 2.09 5.12 2.61
Interruptions Per 1000 Customers Served 8.43 9.43 8.89 8.52 10.72 9.20
Number of Customers Affected Per Customer Served (SAIFI) 0.98 0.93 0.98 1.16 1.36 1.08

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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Central Hudson Gas and Electric
(Excluding Major Storms)
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Consolidated Edison - System
(Excluding Major Storms)
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3.23
2.271.97

8.23

1.991.71

0.00
1.00
2.00
3.00
4.00
5.00
6.00
7.00
8.00
9.00

2004 2005 2006 2007 2008 5 YR
AVG

Customers Affected

340,140

440,148 439,345
409,124

501,539
505,772

100,000
150,000
200,000
250,000
300,000
350,000
400,000
450,000
500,000
550,000

2004 2005 2006 2007 2008 5 YR
AVG

Frequency

0.11

0.14 0.14
0.16 0.16

0.13

0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18

2004 2005 2006 2007 2008 5 YR
AVG

Availability

0.31
0.47

0.29

1.31

0.280.18

0.15
0.35
0.55
0.75
0.95
1.15
1.35
1.55

2004 2005 2006 2007 2008 5 YR
AVG

Customer-Hours

580,971
1,507,247

927,383989,988

4,163,407

874,487

200,000
700,000

1,200,000
1,700,000
2,200,000
2,700,000
3,200,000
3,700,000
4,200,000
4,700,000

2004 2005 2006 2007 2008 5 YR
AVG

Interruptions

10,541
11,645

10,585 11,321
10,662

9,216

3,000
4,000
5,000
6,000
7,000
8,000
9,000

10,000
11,000
12,000
13,000

2004 2005 2006 2007 2008 5 YR
AVG

June, 2009



Long Island Power Authority
(Excluding Major Storms)

*  LIPA is not regulated by the NYS PSC.
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National Grid
(Excluding Major Storms)
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New York State Electric and Gas
(Excluding Major Storms)
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Orange and Rockland Utilities
(Excluding Major Storms)
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Rochester Gas and Electric
(Excluding Major Storms)
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EXECUTIVE SUMMARY 

 This report presents Department of Public Service Staff’s (Staff) 

assessment of electric reliability performance in New York State for 2010.  As a means of 

monitoring the levels of service, utilities are required to submit detailed monthly 

interruption data to the Public Service Commission (Commission).  Staff primarily relies 

on two metrics commonly used in the industry to measure reliability performance:  the 

System Average Interruption Frequency Index (SAIFI or frequency) and the Customer 

Average Interruption Duration Index (CAIDI or duration).1  Frequency is influenced by 

factors such as system design, capital investment, maintenance, and weather.2  Decisions 

made by utilities today on capital expenditures and maintenance policies, however, can 

take several years before being fully reflected in the frequency measure.  Duration, on the 

other hand, is affected by work force levels, management of the workforce, and 

geography.  By compiling the interruption data provided by the individual utilities, the 

average frequency and duration of interruptions can be reviewed to assess the overall 

reliability of electric service in New York State.  Recent data is also compared with 

historic performances to identify positive or negative trends.  Finally, Staff reviews 

several other specific metrics that vary by utility to gauge electric reliability. 

 The statewide interruption frequency for 2010, excluding major storms, has 

been nearly identical for the past three years, and better than the five year average.

Central Hudson Gas and Electric Corporation (Central Hudson) and Niagara Mohawk 

Power Corporation d/b/a National Grid’s (National Grid) improved when compared with 

2009.  While the performances of the remaining four of the major electric companies 

were not as good as 2009 levels, they still performed satisfactorily and met the criteria in 

the performance mechanisms to which they were subject.  For these companies, calendar 

year 2009 was also one of their best performing years in recent history.  

1  SAIFI is the average number of times that a customer is interrupted during a year. CAIDI is the average 
interruption duration time for those customers that experience an interruption during the year. 

2  To help achieve a balance between service interruptions under a utility’s control, such as equipment failures, and 
those which a utility’s control is more limited, such as an ice storm, we review reliability data both including and 
excluding severe weather events. 
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 For the most part, duration performances were acceptable.  Although, the 

statewide duration in 2010 was slightly worse than 2009, it was better than the five year 

average.  In 2010, New York State Electric and Gas (NYSEG)’s and Rochester Gas and 

Electric (RG&E)’s duration was its best performance in the past five years. 

 Calendar year 2010 was historically one of the worst with respect to major 

storm effects.  Three significant storms in the Hudson Valley and Downstate contributed 

to the entire State having the fifth-most hours of customer electric service interruption 

(including major storms) in the past twenty years. 

 With respect to individual utility performance in 2010, Consolidated Edison 

Company of New York’s (Con Edison) generally performed satisfactorily.  Due to 

concerns regarding the accuracy of the number of customers that were affected by an 

interruption in a network, we are now measuring network performance using two 

alternate measures:  the number of interruptions per 1000 customers3 and the average 

interruption duration.  In 2010, Con Edison’s network interruption performance was 

better than its 2009 performance, however, the Company’s network interruption duration 

was worse in 2010 when compared to its 2009 performance.  With regard to its radial 

system, Con Edison’s radial system interruption frequency was nearly the same as its five 

year average.  The radial system interruption duration performance declined compared to 

prior years, but was better than the five year average.

 While NYSEG and RG&E had worse frequency performances in 2010 as 

compared with 2009, they are still much better than the Companies’ respective 

performance targets.  Outages associated with tree contacts and equipment failures 

continue to be a concern relative to NYSEG. In 2010, the companies have resumed 

investing in and maintaining their systems at more appropriate levels after low spending 

levels in 2009.  As previously stated, the companies achieved their best duration 

performances of the past five years in 2010. 

3  An interruption is the loss of service for five minutes or more, for one or more customers.  For example, a blown 
fuse that affects twelve customers is one interruption. 
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 National Grid continues to perform well.  The Company’s recent 

infrastructure improvement and reliability focused programs are having a positive impact.

Central Hudson’s performance was better or consistent with its five year averages.

Because of continuing tree issues, Central Hudson implemented a more rigorous tree 

trimming specification several years ago.  Staff will perform field reviews of electric 

lines that are at or near the end of the first four-year trimming cycle.  Orange and 

Rockland Utilities, Inc. (Orange and Rockland) performed satisfactorily with regard to 

interruption frequency, but not with respect to interruption duration.  The Company has 

lacked consistency in its performances and Staff will be working with the Company to 

help reduce this variability. 

 All investor-owned electric utilities have reliability performance 

mechanisms (RPMs) in place as part of their rate plans.  The RPMs are designed such 

that companies are subject to negative revenue adjustments for failing to meet electric 

reliability targets.  In 2010, Con Edison achieved the network outage duration metric and 

the remote monitoring system metric in its RPM only if the exclusions it is asserting are 

accepted by the Commission.  Failure to achieve the performance levels set forth in these 

metrics may result in negative revenue adjustments of $5 million and $10 million, 

respectively.  Con Edison is seeking exclusion of storm related outages and extraordinary 

circumstances in its Long Island City network, as permitted under certain circumstances 

in its RPM.  If the exclusion is allowed, this would result in the Company meeting all 

RPM targets.4  Orange and Rockland failed to achieve its interruption duration target in 

2010, which would result in a negative revenue adjustment of $800,000.  On March 16, 

2011, Orange and Rockland filed a request for exemption for outages experienced during 

a storm on July 19, 2010.  The request, if granted, improves the duration performance 

such that the Company would meet its target and not be subject to any negative revenue 

adjustments.5  All of the other companies met their RPM targets. 

4 Con Edison filed a request for exemption on March 31, 2010 which has yet to be presented to the Commission 
for final action. 

5 Orange and Rockland’s request for exemption has yet to be presented to the Commission for final action. 
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 Overall, we are generally pleased with the steady electric reliability 

performance across the State.  There are, however, individual concerns that are being 

addressed through various Staff efforts.  This report will be transmitted to an executive 

level operating officer of each electric utility with a letter from the Director of the Office 

of Electric, Gas, and Water. 
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INTRODUCTION

 This report provides an overview of the electric reliability performance in 

New York State.  As a means of monitoring the levels of service reliability, the 

Commission’s Rules and Regulations require utilities delivering electricity in New York 

State to collect and submit information to the Commission regarding electric service 

interruptions on a monthly basis.6  The utilities provide interruption data that enables 

Staff to calculate two primary performance metrics:  the System Average Interruption 

Frequency Index (SAIFI or frequency) and the Customer Average Interruption Duration 

Index (CAIDI or duration).  The information is grouped into 10 categories that delineate 

the nature of the cause of interruption (cause code).7  Analysis of the cause code data 

enables the utilities and Staff to identify areas where increased capital investment or 

maintenance is needed.  As an example, if a circuit were shown to be prone to lightning-

caused interruptions, arrestors could be installed on that circuit to try to minimize the 

effect of future lightning strikes.  In general, most of a utility’s interruptions are a result 

of major storms, tree contacts, equipment failures, and accidents.8  Staff maintains the 

interruption information in a database that dates back to 1989, which enables it to observe 

trends.

 The Commission also adopted electric service standards addressing the 

reliability of electric service.  The standards contain minimum acceptable performance 

levels for both the frequency and duration of service interruptions for each major electric 

utility’s operating divisions.  The utilities are required to submit a formal reliability report 

by March 31 of each year containing detailed assessments of performance, including 

outage trends in a utility's various geographic regions, reliability improvement projects, 

and analyses of worst-performing feeders. There are no revenue adjustments for failure 

6 16 NYCRR Part 97, Notification of Interruption of Service requires utilities to keep detailed back-up data for six 
years.

7 16 NYCRR Part 97, Notification of Interruption of Service specifies and defines the following ten cause codes 
that reflect the nature of the interruptions: major storms, tree contacts, overloads, operating errors, equipment 
failures, accidents, prearranged interruptions, customers equipment, lightning, and unknown.  There are an 
additional seven cause codes used exclusively for Con Edison’s underground network system. 

8 The accident cause code covers events not entirely within in the utilities’ control including vehicular accidents, 
sabotage, and animal contacts.  Lightning is reported under a separate cause code.
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to meet a minimum level under the service standards; utilities are, however, required to 

include a corrective action plan as part of the annual report.  The service standards were 

last revised in 2004. 

 In addition, utility performance is compared with utilities’ RPMs 

established as part of the utilities’ rate orders.  RPMs are designed such that companies 

are subjected to negative revenue adjustments for failing to meet electric reliability 

targets.  The RPMs typically include targets for frequency and duration; some RPMs 

have additional measures to address specific concerns within an individual company. 
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2010 RELIABILITY PERFORMANCE 

 The following sections provide a summary discussion of the reliability 

performance statewide and for each of the major utilities.9  Interruption data is presented 

in two ways in this report – with major storms excluded and with major storms included.

A major storm is defined by the Commission’s regulations as any storm which causes 

service interruptions of at least 10 percent of customers in an operating area, and/or 

interruptions with duration of 24 hours or more.  Major storm interruptions are excluded 

from the data used in calculating performance levels for service standards and reliability 

performance mechanisms.  The purpose of this policy is to achieve a balance between 

service interruptions under a utility’s control, such as equipment failures and line 

maintenance, and those over which a utility’s control is more limited, such as severe ice 

storm or a heavy wet snowstorm.  Reliability performance data inclusive of major storms 

reflects the actual customer experience during a year. 

 Each year, Staff prepares an Interruption Report summarizing the monthly 

interruption data submitted by utilities.  The 2010 Interruption Report contains detailed 

interruption data for each utility and statewide statistics for the past five years.  The 

Interruption Report for 2010 is attached as an Appendix.  Individual company discussions 

identify issues or actions within each company that influenced performance levels for 

2010 and indicate company-specific trends where applicable.  

 Revenue adjustments for inadequate performance are implemented through 

individual RPMs which have been established in the utilities’ rate orders.10 Con Edison 

and Orange and Rockland failed to achieve targets in their reliability performance 

mechanisms for 2010.  Con Edison failed to achieve the average interruption duration 

target for its network system and also failed its Remote Monitoring System target, 

resulting in a negative rate adjustment of $15 million.  Orange and Rockland failed to 

achieve its interruption duration target, which results in a negative revenue adjustment of 

$800,000.  The rate adjustments are preliminary assessments because both companies are 

9  Although LIPA is not regulated by the Commission, it supplies interruption data that is used to calculate 
statewide performance in this report. 

10 Revenue adjustments for inferior performances are implemented through individual Reliability Performance 
Mechanisms established in rate orders. 
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requesting exemptions, which are permitted under certain circumstances, and with which 

the companies would meet their targets and avoid any negative revenue adjustments.11

STATEWIDE

 For many years, Staff has been combining individual utility performance 

statistics into overall statewide statistics.  By doing so Staff is able to evaluate the level of 

reliability provided statewide and identify statewide trends.  Because Con Edison’s 

system includes many large, highly concentrated distribution networks that are generally 

less prone to interruptions than overhead systems, its interruption frequency is extremely 

low (i.e., better) as compared with other utilities.  This, combined with the fact that it 

serves the largest number of customers in the state, typically results in a skewing of the 

performance measures.  As a result, Staff examines and presents aggregated data both 

including and excluding Con Edison’s data. 

 Statewide, as may be seen in Figure 1, the frequency of interruptions 

excluding major storms was 0.57 in 2010; this is generally equivalent to the previous two 

years’ performances and better than the five-year average.  National Grid and 

Central Hudson had fewer customers affected by power outages in 2010 when major 

storms are excluded, while NYSEG, Con Edison, RG&E, and O&R had more customers 

affected.  The frequency performance in 2010 for utilities other than Con Edison is 0.89, 

which is substantially the same as their frequency performance of 0.88 in 2008 and .090 

in 2009, and better than the five-year average of 0.94.  

11  The requests have not been presented to the Commission for final action. 
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Figure 1:  Statewide Frequency Performance 

 Figure 2 shows the historical statewide interruption duration index, 

excluding major storms.  The 2010 overall statewide interruption duration index of 1.89 

is slightly worse than 2009’s 1.83, but is still consistent with the history of the past four 

years.  When examining the chart, it should be kept in mind that Con Edison’s Long 

Island City network outages in 2006 are still in the five year average.  The statewide 

interruption duration index, excluding Con Edison, was 1.82 hours in 2010, which is the 

second best of the past five years. 
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Figure 2:  Statewide Duration Performance 

 While the overall number of major storms in 2010 was not atypical, three 

significant storms occurred in the Hudson Valley and Downstate.  The three storms, 

summarized below, contributed to 2010 having the fifth-most hours of customer electric 

service interruption (including major storms) in the past twenty years (Figures 3 and 4, 

below).  Because of the extended restoration times associated with these storms, the 

Commission requires the companies to file storm reports detailing restoration activities. 12

These reports were reviewed during the course of the year and determined that, in 

general, the utilities responded well.

On February 23rd and 25th, heavy wet snow hit the Hudson Valley causing 
300,000 customers to lose power.  Central Hudson, Con Edison, NYSEG, 
and O&R were affected with overall restoration time exceeding a week.  
For Central Hudson, it was the worst storm in Company history since 1991, 
causing twice as much hours of customer interruption as Hurricane Floyd in 
1999.

12 16 NYCRR Part 97, Part 105.4, requires utilities to file storm reports for outages lasting longer than three days. 
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A March nor’easter swept the downstate area on March 3rd and affected 
475,000 customers.  Companies primarily affected were Con Edison, O&R, 
and LIPA.  For Con Edison, it was the largest storm with respect to 
customer hours of interruption in Company history, with more than three 
times the amount experienced in Tropical Storm Ernesto in 2006. 

On September 16th, Tornados/Macrobursts hit downstate and affected Con 
Edison, O&R and LIPA, causing Con Edison 31,000 customers, mostly in 
Staten Island, Brooklyn and Queens, to lose power, some for extended 
times.  The storms, while narrow in this geography, were notable in the 
magnitude of their destructiveness. 
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CON EDISON

Table 1:  Con Edison’s Historic Performance Excluding Major Storms 

Metric 2006 2007 2008 2009 2010 5-Year
Average

Network Systems13

Frequency  3.63 3.09 ---
Duration 4.63 5.89 --- 

Radial System 
Frequency (SAIFI) 0.54 0.38 0.42 0.32 0.41 0.42 
Duration (CAIDI) 2.66 2.07 1.83 1.74 1.95 2.05

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 

13  The duration and frequency metrics to measure network performance were replaced for 2009 with other 
measures.
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 Con Edison serves approximately 3.3 million customers in New York City 

and Westchester County.  Electricity is supplied to 2.4 million customers using network 

systems.  The remaining 900,000 customers are supplied by radial systems. 

 To minimize the frequency of customer outages, Con Edison’s networks 

are designed with redundant supply paths.  Individual service lines to customer premises, 

however, lack any supplemental supply.  Given these design characteristics and 

underground settings, the majority of interruptions (78%) are associated with the service 

portion of the network system, as shown in Figure 5.  Equipment failures (8%) are the 

next highest causes for interruptions in 2010 followed by Mains (7%).

Services
78%

Mains
7%

Equipment
8%

Accident
2%

Prearranged
0%

Cust Equip
5%

Figure 5:  Con Edison’s 2010 Network Interruptions by Cause 

 Due to concerns regarding the accuracy of the number of customers 

affected by an interruption in a network, we are now measuring network performance 

using two measures:  the number of interruptions per 1000 customers and the average 

interruption duration.  By using measures that are not based on the number of customers 

affected, we are able to monitor and trend network reliability performances without 

questioning the validity of the measures.  In 2010, Con Edison’s network interruptions 



14

metric was better than its 2009 performance.  The Company also achieved its RPM 

network interruption target for the past two years.  With regard to duration, Con Edison 

performed worse in 2010 when compared to its 2009 performance.  The Company did not 

meet its RPM target for average interruption duration in 2010.  Con Edison is seeking 

exclusion of storm related outages from its interruption performance levels.  It also failed 

to achieve the remote monitoring system metric in its RPM, but is seeking an exclusion 

due to extraordinary circumstances with regard to the Remote Monitoring System (RMS) 

criteria for its Long Island City network.  If these exclusions are granted, the Company 

would meet the targets and not incur any negative revenue adjustment. 14

 On its radial system, Con Edison’s frequency in 2010 of 0.41 was worse 

than 2009’s performances and nearly equal to its five year average.  The Company met its 

RPM frequency target of 0.495 for 2010.  Equipment failures are responsible for 75% of 

the interruptions on the radial system, followed by trees and accidents at 9% and 8%, 

respectively, as shown in Figure 6.
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Figure 6:  Con Edison’s 2010 Radial Interruptions by Cause 

14 Con Edison filed a request for exemption on March 31, 2010 which has yet to be presented to the Commission for 
final action. 
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 With respect to duration, Con Edison’s radial performance in 2010 was worse than 

the previous two years.  While the Company passed its RPM target of 2.04, duration 

performance is something we and the Company are monitoring closely.  In response to a 

self-assessment recommended by Staff, Con Edison developed and implemented duration 

improvement strategies for both its radial and network system.  To improve crewing 

efficiency and reduce outage duration, the Company has increased use of first responder 

staffing, increased the ability to mobile dispatch work to crews, and improve training 

resources.  Con Edison stated that enhancements have been made to the process utilized 

for its outage management system to flag large outage jobs, and it now employs an 

automatic call out process for additional crews.  The Company also continues to improve 

the reliability of its system by installing switches and other rapid restoration technologies.

Given the focus and efforts Con Edison has put into place regarding duration, we believe 

2010’s performance is acceptable. 

NATIONAL GRID

Table 2:  National Grid’s Historic Performance Excluding Major Storms 

Metric 2006 2007 2008 2009 2010 5-Year
Average

Frequency (SAIFI) 1.01 0.96 0.75 0.88 0.80 0.88 
Duration (CAIDI) 2.05 2.01 1.96 1.91 1.98 1.98 

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 

 National Grid serves approximately 1.59 million customers across upstate 

New York.  The Company’s 25,000 square mile territory includes metropolitan areas, 

such as the cities of Buffalo, Albany, and Syracuse, as well as many rural areas in 

northern New York and the Adirondacks.  

 In 2010, National Grid achieved both its reliability targets, comprising

three consecutive years of positive performance.  The Company’s frequency level of 0.80 

in 2010 improved as compared with 0.88 in 2009, and is well below its frequency target 

level of 0.93.  The duration performance for 2010 was worse than 2009, but equal to its 

historic five-year average, and better than its duration target of 2.07 for five consecutive 
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years.  National Grid also provided consistent service on a region by region basis.  In 

2010, the Company’s Northeast division failed to achieve its duration expectation and the 

Capital Region barely missed its frequency expectation.  As previously discussed, the 

divisional expectations are defined by our Electric Service Standards. 

 Historically, equipment failures were National Grid’s leading cause of 

interruptions.  Aged equipment, leading to poor frequency performances in mid 2000 

necessitated the Company’s significant investment in capital improvement projects aimed 

at improving reliability.  As a result of the upgrades and modifications to its distribution 

system, the percentage of interruptions caused by equipment failures is now less than tree 

related electric service interruptions for 2010 (see Figure 7, below).  It should be noted, 

however, that tree-related outages were worse in 2009 and 2010 when compared to 

historic interruption rates.  Analysis of the data indicates that the increase in tree related 

interruptions is attributable to increased broken limb conditions.  Interruptions caused by 

re-growth and danger trees, however, were both lower in 2010 than in 2009.  As a result, 

National Grid is not recommending changes to its five year trimming cycle or hazard tree 

removal program.  To help reduce it tree-related outages, National Grid is doing 

additional off-cycle trimming and trimming on worst performing circuits in 2011.
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Figure 7:  National Grid’s 2010 Interruptions by Cause  

 In addition to improved performance on equipment failures, National Grid 

has decreased the number of customers affected when a failure occurs (see Table 3).  The 

average number of customers affected by an interruption has been reduced from over 100 

customers per interruption to approximately 90 customers per interruption in each of the 

last three years.  National Grid credits the reduction to its effort to sectionalize lines via 

recloser and side tap fuse installations.  National Grid’s Line Recloser Program installs 

100 additional reclosers per year and is expected to continue to limit the number of 

customers affected by a single interruption. 

Table 3:  National Grid’s Historic Customers Affected per Interruption 
2006 2007 2008 2009 2010

Average number of customers 
affected per interruption 118 104 92 87 92 



18

 National Grid now uses a system that establishes repair work orders in 

direct response to inspection findings.  Based on its success in repairing deteriorated 

items under its inspection and maintenance, National Grid will be discontinuing focused 

programs, such as the Pole Replacement Program and Feeder Hardening Program in 

2011.  While these programs were helpful in reducing National Grid’s frequency 

performance over the past years, it is appropriate for the Company to consolidate its 

efforts in the interest of prioritizing and scheduling efficiencies.  We expect that National 

Grid will continue to address reliability concerns on worst performing feeders, either 

through engineering reliability reviews or alternate methods, and maintain at least the 

current level of performance in future years. 

NEW YORK STATE ELECTRIC AND GAS

Table 4:  NYSEG’s Historic Performance Excluding Major Storms 

Metric 2006 2007 2008 2009 2010 5-Year
Average

Frequency (SAIFI) 1.12 1.20 1.11 1.08 1.14 1.13 
Duration (CAIDI) 2.01 2.22 2.08 2.00 1.98 2.06 

 Approximately 858,269 customers are served by NYSEG.  The Company is 

primarily located in the Binghamton and Finger Lakes regions, but does have localized 

service regions, including areas near Plattsburgh, Brewster, Mechanicville, and 

Lancaster.

 NYSEG’s frequency performance of 1.14 was worse when compared with 

2009’s performance of 1.08, but nearly the same as the five year average.  The 2010 

duration performance of 1.98 was the best in the past five years.  Overall, NYSEG’s 

performance is satisfactory and the Company was able to meet its RPM reliability targets 

of 1.20 for frequency and 2.08 for duration.  
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Figure 8:  NYSEG’s 2010 Interruptions by Cause 

 As shown in Figure 8, tree contacts (44%), equipment failures (20%), and 

accidents (18%) remain the predominant causes of interruption throughout NYSEG’s 

twelve operating divisions in 2010.  NYSEG has one of the worst frequency rates which 

is caused primarily by customers affected by tree interruptions.  As a result, NYSEG 

needs to continue to focus on improving its distribution vegetation management program 

and reducing tree related outages.  The Commission approved increased funding for 

distribution vegetation management activities as part of its last 2010 rate case agreement 

to help move NYSEG towards full cycle trimming activities.  Therefore, Staff expects 

NYSEG to address the issue of tree trimming more aggressively and undertake measures 

to identify and perform trimming in areas where tree related outages are more frequent.

 Equipment failures are NYSEG’s second major cause for interruption.  For 

the past two years, it accounted for 20% of the total number of interruptions.  NYSEG 

has been addressing equipment failures under its Transmission and Distribution 

Infrastructure Replacement Program (TDIRP) program.  The TDIRP program replaces 

electrical T&D equipment based on the condition, age, and failure characteristics of the 

specific item based on the Company’s experience and knowledge.  Funding for the 
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TDIRP program was reduced significantly in 2009 to approximately $6.0 million from 

historical levels of approximately $23 million annually.15  In 2010, NYSEG began to 

invest in its system at close to or higher than historic levels.  The most recent rate case 

supported $25 million in expenditures for the TDIRP efforts annually, to bring the 

Company back up to pre 2009 spending levels.  The reinvestment into this program is 

expected to help reduce outages related to equipment failures and improve the system 

reliability on a going forward and proactive basis.  Staff will continue to monitor the 

Company’s performance on these issues. 

ROCHESTER GAS AND ELECTRIC

Table 5:  RG&E’s Historic Performance Excluding Major Storms 

Metric 2006 2007 2008 2009 2010 5-Year
Average

Frequency (SAIFI) 0.79 0.83 0.78 0.59 0.71 0.74 
Duration (CAIDI) 1.78 1.73 1.85 1.80 1.71 1.77 

 RG&E serves approximately 358,109 customers.  Although the Company is 

comprised of four service areas, its Rochester division accounts for approximately 80% 

of its customer base.  As a result, its overall reliability statistics mirror that of the 

Rochester division. 

 With regard to service reliability, RG&E continues to be one of the better 

utilities in the state by continually performing better than its RPM targets of 0.90 for 

frequency and 1.90 for duration, as established in its rate orders.  As shown in Table 5, 

RG&E’s performance for frequency and duration is fairly consistent with its five year 

average.  The Company’s frequency performance of 0.71 in 2010 was an increase from 

0.59 in 2009; however, the 2009 performance was the best in the past five years.

RG&E’s duration performance of 1.71 in 2010 was better than in 2009 and better than the 

five-year average.

15  In 2009, the Company reduced all expenditures to essential needs only while stating financial issues within the 
Company as the reasoning behind the reduced spending.  
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Figure 9:  RG&E’s 2010 Interruptions by Cause 

 Figure 9 shows that the two major contributors to interruptions in 2010 

continue to be equipment failures (28%) and tree contacts (25%).  Similar to NYSEG, 

funding for RG&E’s Transmission and Distribution Infrastructure Replacement Program 

(TDIRP) was reduced due to Company financial issues in 2009 and the beginning of 

2010.  In the last rate case, the Commission supported expenditures for the TDIRP 

efforts, in the amount of $15 million annually, to bring the Company back up to pre 2009 

spending levels.  Likewise, the Commission also supported increased expenditures for 

vegetation management, in the amount of $6.6 million annually, allowing the Company 

to implement a full system vegetation management (tree trimming) cycle program.  Staff 

believes that these two programs and associated expenditures will help reduce outages 

and improve the system reliability going forward on proactive basis.
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CENTRAL HUDSON GAS AND ELECTRIC

Table 6:  Central Hudson’s Historic Performance Excluding Major Storms 

Metric 2006 2007 2008 2009 2010 5-Year
Average

Frequency (SAIFI) 1.59 1.42 1.27 1.37 1.27 1.38 
Duration (CAIDI) 2.58 2.43 2.47 2.22 2.42 2.43 

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 

 Central Hudson serves approximately 298,000 customers in the Mid-

Hudson Valley region.  The Company’s territory is mainly suburban and rural.  Central 

Hudson does serve some urban regions, such as the cities of Poughkeepsie and 

Newburgh. 

 Central Hudson’s frequency performance of 1.27 in 2010 was better than 

2009 and ties its five-year best.  The Company’s duration performance of 2.42 in 2010, 

on the other hand, was slightly better than average.  Figure 10 shows that 38% of 

customer interruptions were due to tree related issues, followed by accidents which 

comprised 25%.  In 2010, the Company achieved its RPM targets of 1.45 for frequency 

and 2.50 for duration. 
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Figure 10:  Central Hudson’s 2010 Interruptions by Cause 

 As is the case with most overhead distribution utilities, trees are a primary 

cause of outages (Figure 10, above).  The Company as a whole suffers more tree 

interruptions per customer served than any other major New York electric utility.  Since 

2007 Central Hudson has done vegetation line clearance in accordance with a new, 

improved specification.  Using greater level of detail available to it, the Company reports 

a trend of decreasing interruptions resulting from trees falling inside its trimming zone.

Staff will follow-up this summer with the Company and perform field reviews of electric 

lines that are at or near the end of the four-year trimming cycle. 

 The Unknown and Accident categories historically make up large portions 

of electric interruptions for all New York utilities, and this is the case for Central Hudson 

as well.  Staff will be looking more closely with the Company at these classifications of 

outages to see if the Company’s performance can be improved. 

 Equipment failures cause a large number of electric interruptions as is the 

case with most electric utility companies.  Central Hudson is continuing several programs 

to decrease the number of these interruptions, including programs for substation breaker 

replacement, porcelain cutout replacement, 14kV paper and lead cable replacement, 

automatic load transfer switch installation, and aging recloser replacement (including 

remote communication).  In addition, the Company has a program to upgrade individual 

circuits.

ORANGE AND ROCKLAND

Table 7:  O&R’s Historic Performance Excluding Major Storms 

Metric 2006 2007 2008 2009 2010 5-Year
Average

Frequency (SAIFI) 1.23 1.03 1.19 0.96 1.21 1.13 
Duration (CAIDI) 1.51 1.60 1.83 1.66 1.79 1.68

Note:  Data presented in red represents a failure to meet the RPM target for a given year. 

 Orange and Rockland serves approximately 218,000 customers in three 

New York counties along the New Jersey and Pennsylvania border.  In 2010, the 
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Company met its reliability performance mechanism target of 1.36 for frequency with a 

frequency of 1.21; however, it failed to achieve the duration target of 1.70 with a 1.79 

performance.16  As the table above shows, the 2010 frequency and duration performance 

levels were both much worse than last years and continue ORU’s sporadic performance 

trend from year to year.  The 2010 results were worse than the 5 year averages and are 

similar to those in 2008 when the Company again failed to achieve its duration target.  

Staff will continue to work with the Company to help reduce the variability in 

performances.  
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Figure 11:  Orange and Rockland’s 2010 Interruptions by Cause 

 As shown in Figure 11, tree contacts (32%) and equipment failures (31%) 

caused the majority of interruptions in 2010.  Orange and Rockland is addressing 

reliability issues resulting from equipment failures through capital improvement 

programs such as the Distribution Automation Program, the Underground Cable 

16  The Company has filed a petition to the Commission for exemption from the RPM revenue adjustment, related to 
a storm that affected its Eastern Division on July 19, 2010.  This petition has not been acted on by the 
Commission. 
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Maintenance and Rebuild Program, and a number of service reliability improvement 

projects directed by the circuit priority-rating methodology.   

 The Company continues to address concerns regarding tree-related outages 

through increased efforts on its line clearance programs.  In addition to the four-year 

cycle based tree trimming program, the Company has continued to identify and perform 

supplemental trimming to address areas with recurring tree related outages.  These 

programs are expected to reduce the impact of tree contacts on the Company’s electrical 

system through the coming years.   
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APPENDIX

2010 INTERRUPTON REPORT 
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ATTACHMENT 
Definitions and Explanations of Terms Used in the 2010 

Statewide Electric Service Interruption Report 

Interruption is the loss of service for five minutes or more. 

Customer hours is the time a customer is without electric service. 

Customers affected is the number of customers without electric service. 

Customers served is the number of customers as of the last day of the current year.  For 
example, for the calendar year of 2010, customers served is the number of customers as of 
12/31/2010.  For indices using customers served, the previous year is used. 

Frequency (SAIFI) measures the average number of interruptions experienced by 
customers served by the utility.  It is the customers affected divided by the customers 
served at the end of the previous year, i.e., 12/31/2009.  

Duration (CAIDI) measures the average time that an affected customer is out of electric 
service.  It is the customer hours divided by the customers affected. 

Availability (SAIDI) is the average amount of time a customer is out-of-service during a 
year.  It is the customer hours divided by the number of customers served at the end of the y y
previous year, i.e., 12/31/2009.  Mathematically, it also is SAIFI multiplied by CAIDI.

Interruptions Per 1000 Customers Served is the number of interruptions divided by the 
number of customers served at the end of the previous year, i.e., 12/31/2009, divided by 
1,000.

Major Storm is defined as any storm which causes service interruptions of at least ten 
percent of customers in an operating area, or if the interruptions last for 24 hours or more. 

Operating Area is a geographical subdivision of each electric utility's franchise territory.  
These areas are also called regions, divisions, or districts. 

 Most of the data is presented two ways, with major storms included and major 
storms excluded.  Major storms tend to distort a utility's performance trend.  Tables and 
graphs that exclude major storms illustrate interruptions that are more under the utility's 
control.  It portrays a utility's system facilities under normal conditions, although this can be 
misleading because interruptions during "normal" bad weather are included and it is difficult 
to analyze from year to year. 

 The first two tables show frequency and duration indices for the last five years 
for each utility and Statewide with and without Con Edison data.  Con Edison has by far the 
lowest frequency numbers and tends to distort the Statewide data.  Much of Con Edison's 
distribution system consists of a secondary network.  In a secondary network, a customer is 
fed from multiple supplies, making the probability of an interruption relatively rare.
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COMPARISON OF SERVICE RELIABILITY INDICES 
(EXCLUDING MAJOR STORMS)

2006 2007 2008 2009 2010 5 YR AVG
CHGE
FREQUENCY 1.59 1.42 1.27 1.37 1.27 1.38
DURATION 2.58 2.43 2.47 2.22 2.42 2.43

CONED
FREQUENCY 0.16 0.16 0.13 0.10 0.13 0.13
DURATION 8.23 1.97 2.27 2.27 2.57 3.46

LIPA *
FREQUENCY 0.75 0.90 0.77 0.74 0.73 0.78
DURATION 1.37 1.20 1.36 1.17 1.11 1.24

NAT GRID
FREQUENCY 1.01 0.96 0.75 0.88 0.80 0.88
DURATION 2.05 2.01 1.96 1.91 1.98 1.98

NYSEG
FREQUENCY 1.12 1.20 1.11 1.08 1.14 1.13
DURATION 2.01 2.22 2.08 2.00 1.98 2.06

O&R
FREQUENCY 1.23 1.03 1.19 1.03 1.21 1.14
DURATION 1.51 1.60 1.83 1.67 1.79 1.68

RG&E
FREQUENCY 0.79 0.83 0.78 0.59 0.71 0.74
DURATION 1.78 1.73 1.85 1.80 1.71 1.77

STATEWIDE (WITHOUT CONED)
FREQUENCY 1.00 1.02 0.88 0.90 0.89 0.94
DURATION 1.92 1.88 1.89 1.79 1.82 1.86

STATEWIDE (WITH CONED)
FREQUENCY 0.65 0.65 0.56 0.56 0.57 0.60
DURATION 2.57 1.89 1.93 1.83 1.89 2.02

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December 
    value from the previous year.
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COMPARISON OF SERVICE RELIABILITY INDICES 
(INCLUDING MAJOR STORMS)

2006 2007 2008 2009 2010 5 YR AVG
CHGE
FREQUENCY 2.20 1.51 2.15 1.63 2.62 2.02
DURATION 4.12 2.51 5.76 2.48 10.94 5.16

CONED
FREQUENCY 0.23 0.18 0.14 0.11 0.23 0.18
DURATION 12.31 3.12 2.71 3.06 15.05 7.25

LIPA *
FREQUENCY 1.18 1.04 1.09 0.81 1.04 1.03
DURATION 1.99 1.37 1.65 1.25 1.84 1.62

NAT GRID
FREQUENCY 1.48 1.31 1.37 1.01 0.98 1.23
DURATION 7.18 2.70 4.32 2.01 2.46 3.74

NYSEG
FREQUENCY 1.79 1.71 2.14 1.47 1.84 1.79
DURATION 10.32 3.62 7.07 2.68 4.09 5.55

O&R
FREQUENCY 1.81 1.17 1.64 1.15 1.79 1.51
DURATION 2.15 1.92 2.94 1.89 4.76 2.73

RG&E
FREQUENCY 0.98 1.16 1.36 0.74 0.79 1.01
DURATION 2.14 1.80 3.77 2.03 2.18 2.38

STATEWIDE (WITHOUT CONED)
FREQUENCY 1.49 1.31 1.51 1.07 1.29 1.34
DURATION 6.02 2.56 4.62 2.09 4.09 3.87

STATEWIDE (WITH CONED)
FREQUENCY 0.96 0.83 0.93 0.67 0.84 0.85
DURATION 6.65 2.61 4.50 2.16 5.35 4.25

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December 
    value from the previous year.
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STATEWIDE (WITHOUT CON ED)
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 55,211 55,425 53,758 55,995 54,310 54,940
Number of Customer-Hours 8,439,916 8,439,464 7,399,179 7,116,848 7,197,156 7,718,512
Number of Customers Affected 4,400,072 4,495,428 3,910,426 3,976,492 3,962,829 4,149,049
Number of Customers Served 4,428,946 4,433,994 4,425,772 4,437,856 4,446,105 4,434,535
Average Duration Per Customer Affected (CAIDI) 1.92 1.88 1.89 1.79 1.82 1.86
Average Duration Per Customers Served 1.91 1.91 1.67 1.61 1.62 1.74
Interruptions Per 1000 Customers Served 12.52 12.51 12.12 12.65 12.24 12.41
Number of Customers Affected Per Customer Served (SAIFI) 1.00 1.02 0.88 0.90 0.89 0.94

STATEWIDE (WITH CON ED)
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 65,752 66,746 65,403 70,930 68,221 67,410
Number of Customer-Hours 12,603,322 9,429,452 8,326,562 7,891,155 8,284,480 9,306,994
Number of Customers Affected 4,905,844 4,996,967 4,319,550 4,316,932 4,385,672 4,584,993
Number of Customers Served 7,647,367 7,678,791 7,697,498 7,729,599 7,766,918 7,704,035
Average Duration Per Customer Affected (CAIDI) 2.57 1.89 1.93 1.83 1.89 2.02
Average Duration Per Customers Served 1.66 1.23 1.08 1.03 1.07 1.21
Interruptions Per 1000 Customers Served 8.66 8.73 8.52 9.21 8.83 8.79
Number of Customers Affected Per Customer Served (SAIFI) 0.65 0.65 0.56 0.56 0.57 0.60

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December 
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STATEWIDE (WITHOUT CON ED)
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 70,872 61,753 73,150 61,841 72,135 67,950
Number of Customer-Hours 39,413,242 14,848,512 30,962,269 9,923,723 23,466,391 23,722,827
Number of Customers Affected 6,548,910 5,808,516 6,705,414 4,752,148 5,741,806 5,911,359
Number of Customers Served 4,428,946 4,433,994 4,425,772 4,437,856 4,446,105 4,434,535
Average Duration Per Customer Affected (CAIDI) 6.02 2.56 4.62 2.09 4.09 3.87
Average Duration Per Customers Served 8.94 3.35 6.98 2.24 5.29 5.36
Interruptions Per 1000 Customers Served 16.08 13.94 16.50 13.97 16.25 15.35
Number of Customers Affected Per Customer Served (SAIFI) 1.49 1.31 1.51 1.07 1.29 1.34

STATEWIDE (WITH CON ED)
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 86,734 74,261 85,548 77,181 91,471 83,039
Number of Customer-Hours 48,437,221 16,630,252 32,188,186 11,046,399 34,693,862 28,599,184
Number of Customers Affected 7,282,114 6,379,276 7,158,329 5,118,841 6,487,588 6,485,230
Number of Customers Served 7,647,367 7,678,791 7,697,498 7,729,599 7,766,918 7,704,035
Average Duration Per Customer Affected (CAIDI) 6.65 2.61 4.50 2.16 5.35 4.25
Average Duration Per Customers Served 6.38 2.17 4.19 1.44 4.49 3.73
Interruptions Per 1000 Customers Served 11.42 9.71 11.14 10.03 11.83 10.83
Number of Customers Affected Per Customer Served (SAIFI) 0.96 0.83 0.93 0.67 0.84 0.85

*  LIPA is not regulated by the NYS PSC.
** For those indices that use Customers Served, Customers Served is the December 
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CENTRAL HUDSON
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 7,538 6,386 6,857 6,705 7,762 7,050
Number of Customer-Hours 1,201,109 1,021,859 933,993 910,250 922,392 997,921
Number of Customers Affected 464,765 420,769 377,564 410,516 380,489 410,821
Number of Customers Served 295,368 298,386 300,621 299,557 299,971 298,781
Average Duration Per Customer Affected (CAIDI) 2.58 2.43 2.47 2.22 2.42 2.43
Average Duration Per Customers Served 4.10 3.46 3.13 3.03 3.08 3.36
Interruptions Per 1000 Customers Served 25.74 21.62 22.98 22.30 25.91 23.71
Number of Customers Affected Per Customer Served (SAIFI) 1.59 1.42 1.27 1.37 1.27 1.38

CENTRAL HUDSON
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 10,066 6,681 9,887 7,609 11,994 9,247
Number of Customer-Hours 2,649,690 1,117,802 3,705,277 1,211,827 8,597,567 3,456,433
Number of Customers Affected 643,778 444,813 642,949 488,732 785,806 601,216
Number of Customers Served 295,368 298,386 300,621 299,557 299,971 298,781
Average Duration Per Customer Affected (CAIDI) 4.12 2.51 5.76 2.48 10.94 5.16
Average Duration Per Customers Served 9.05 3.78 12.42 4.03 28.70 11.60
Interruptions Per 1000 Customers Served 34.38 22.62 33.13 25.31 40.04 31.10
Number of Customers Affected Per Customer Served (SAIFI) 2.20 1.51 2.15 1.63 2.62 2.02

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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CON ED (SYSTEM)
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 10,541 11,321 11,645 14,935 13,911 12,471
Number of Customer-Hours 4,163,407 989,988 927,383 774,307 1,087,325 1,588,482
Number of Customers Affected 505,772 501,539 409,124 340,440 422,843 435,944
Number of Customers Served 3,218,421 3,244,797 3,271,726 3,291,743 3,320,813 3,269,500
Average Duration Per Customer Affected (CAIDI) 8.23 1.97 2.27 2.27 2.57 3.46
Average Duration Per Customers Served 1.31 0.31 0.29 0.24 0.33 0.49
Interruptions Per 1000 Customers Served 3.31 3.52 3.59 4.56 4.23 3.84
Number of Customers Affected Per Customer Served (SAIFI) 0.16 0.16 0.13 0.10 0.13 0.13

CON ED (SYSTEM)
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 15,862 12,508 12,398 15,340 19,336 15,089
Number of Customer-Hours 9,023,979 1,781,740 1,225,917 1,122,677 11,227,471 4,876,357
Number of Customers Affected 733,204 570,760 452,915 366,693 745,782 573,871
Number of Customers Served 3,218,421 3,244,797 3,271,726 3,291,743 3,320,813 3,269,500
Average Duration Per Customer Affected (CAIDI) 12.31 3.12 2.71 3.06 15.05 7.25
Average Duration Per Customers Served 2.83 0.55 0.38 0.34 3.41 1.50
Interruptions Per 1000 Customers Served 4.98 3.89 3.82 4.69 5.87 4.65
Number of Customers Affected Per Customer Served (SAIFI) 0.23 0.18 0.14 0.11 0.23 0.18

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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CON ED (NETWORK)

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 4,274 5,571 5,485 8,650 7,434 6,283
Number of Customer-Hours 2,947,306 316,477 252,964 273,705 370,405 832,171
Number of Customers Affected 48,467 176,430 40,301 52,994 54,555 74,549
Number of Customers Served 2,363,897 2,361,145 2,385,760 2,403,818 2,439,565 2,390,837
Average Duration Per Customer Affected (CAIDI) 60.81 1.79 6.28 5.16 6.79 16.17
Average Duration Per Customers Served 1.26 0.13 0.11 0.11 0.15 0.35
Interruptions Per 1000 Customers Served 1.83 2.36 2.32 3.63 3.09 2.64
Number of Customers Affected Per Customer Served (SAIFI) 0.021 0.075 0.017 0.022 0.023 0.031

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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CON ED (RADIAL)
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 6,267 5,750 6,160 6,285 6,477 6,188
Number of Customer-Hours 1,216,101 673,511 674,419 500,602 716,920 756,310
Number of Customers Affected 457,305 325,109 368,823 287,446 368,288 361,394
Number of Customers Served 854,524 883,652 885,966 887,925 881,248 878,663
Average Duration Per Customer Affected (CAIDI) 2.66 2.07 1.83 1.74 1.95 2.05
Average Duration Per Customers Served 1.43 0.79 0.76 0.57 0.81 0.87
Interruptions Per 1000 Customers Served 7.39 6.73 6.97 7.09 7.29 7.10
Number of Customers Affected Per Customer Served (SAIFI) 0.54 0.38 0.42 0.32 0.41 0.42

CON ED (RADIAL)
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 11,588 6,937 6,913 6,690 11,902 8,806
Number of Customer-Hours 6,076,673 1,465,264 972,954 848,971 10,857,066 4,044,185
Number of Customers Affected 684,737 394,330 412,614 313,699 691,227 499,321
Number of Customers Served 854,524 883,652 885,966 887,925 881,248 878,663
Average Duration Per Customer Affected (CAIDI) 8.87 3.72 2.36 2.71 15.71 6.67
Average Duration Per Customers Served 7.17 1.71 1.10 0.96 12.23 4.63
Interruptions Per 1000 Customers Served 13.67 8.12 7.82 7.55 13.40 10.11
Number of Customers Affected Per Customer Served (SAIFI) 0.81 0.46 0.47 0.35 0.78 0.57

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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LIPA
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 18,634 18,736 18,135 17,795 17,180 18,096
Number of Customer-Hours 1,129,275 1,190,411 1,166,613 958,679 905,031 1,070,002
Number of Customers Affected 823,396 995,077 856,405 821,723 811,969 861,714
Number of Customers Served 1,103,162 1,108,540 1,110,853 1,114,716 1,117,281 1,110,910
Average Duration Per Customer Affected (CAIDI) 1.37 1.20 1.36 1.17 1.11 1.24
Average Duration Per Customers Served 1.03 1.08 1.05 0.86 0.81 0.97
Interruptions Per 1000 Customers Served 16.99 16.98 16.36 16.02 15.41 16.35
Number of Customers Affected Per Customer Served (SAIFI) 0.75 0.90 0.77 0.74 0.73 0.78

LIPA
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 24,905 20,077 20,471 19,003 22,867 21,465
Number of Customer-Hours 2,564,134 1,564,559 1,998,270 1,121,723 2,125,507 1,874,839
Number of Customers Affected 1,289,698 1,142,365 1,208,292 894,595 1,153,884 1,137,767
Number of Customers Served 1,103,162 1,108,540 1,110,853 1,114,716 1,117,281 1,110,910
Average Duration Per Customer Affected (CAIDI) 1.99 1.37 1.65 1.25 1.84 1.62
Average Duration Per Customers Served 2.34 1.42 1.80 1.01 1.91 1.70
Interruptions Per 1000 Customers Served 22.71 18.20 18.47 17.11 20.51 19.40
Number of Customers Affected Per Customer Served (SAIFI) 1.18 1.04 1.09 0.81 1.04 1.03

*  LIPA is not regulated by the NYS PSC.
* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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NATIONAL GRID
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 13,665 14,606 12,939 15,915 13,822 14,189
Number of Customer-Hours 3,289,340 3,045,363 2,334,754 2,645,775 2,529,126 2,768,872
Number of Customers Affected 1,607,461 1,518,634 1,188,585 1,387,131 1,277,727 1,395,908
Number of Customers Served 1,589,949 1,594,179 1,583,311 1,589,810 1,593,830 1,590,216
Average Duration Per Customer Affected (CAIDI) 2.05 2.01 1.96 1.91 1.98 1.98
Average Duration Per Customers Served 2.07 1.92 1.46 1.67 1.59 1.74
Interruptions Per 1000 Customers Served 8.62 9.19 8.12 10.05 8.69 8.93
Number of Customers Affected Per Customer Served (SAIFI) 1.01 0.96 0.75 0.88 0.80 0.88

NATIONAL GRID
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 16,279 16,222 18,301 17,060 15,571 16,687
Number of Customer-Hours 16,813,162 5,605,931 9,410,833 3,214,148 3,824,438 7,773,703
Number of Customers Affected 2,341,235 2,075,480 2,177,786 1,599,090 1,553,727 1,949,464
Number of Customers Served 1,589,949 1,594,179 1,583,311 1,589,810 1,593,830 1,590,216
Average Duration Per Customer Affected (CAIDI) 7.18 2.70 4.32 2.01 2.46 3.74
Average Duration Per Customers Served 10.61 3.53 5.90 2.03 2.41 4.89
Interruptions Per 1000 Customers Served 10.27 10.20 11.48 10.77 9.79 10.50
Number of Customers Affected Per Customer Served (SAIFI) 1.48 1.31 1.37 1.01 0.98 1.23

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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NYSEG
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 9,682 10,317 10,027 9,643 9,777 9,889
Number of Customer-Hours 1,913,315 2,299,142 1,980,213 1,848,599 1,934,747 1,995,203
Number of Customers Affected 953,941 1,034,113 953,105 922,448 975,375 967,796
Number of Customers Served 859,440 859,963 857,517 858,712 856,474 858,421
Average Duration Per Customer Affected (CAIDI) 2.01 2.22 2.08 2.00 1.98 2.06
Average Duration Per Customers Served 2.24 2.68 2.30 2.16 2.25 2.32
Interruptions Per 1000 Customers Served 11.33 12.00 11.66 11.25 11.39 11.52
Number of Customers Affected Per Customer Served (SAIFI) 1.12 1.20 1.11 1.08 1.14 1.13

NYSEG
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 12,835 12,928 17,008 11,948 14,976 13,939
Number of Customer-Hours 15,787,602 5,314,914 12,974,501 3,369,824 6,445,599 8,778,488
Number of Customers Affected 1,529,247 1,469,825 1,836,251 1,257,464 1,576,105 1,533,778
Number of Customers Served 859,440 859,963 857,517 858,712 856,474 858,421
Average Duration Per Customer Affected (CAIDI) 10.32 3.62 7.07 2.68 4.09 5.55
Average Duration Per Customers Served 18.48 6.18 15.09 3.93 7.51 10.24
Interruptions Per 1000 Customers Served 15.02 15.04 19.78 13.93 17.44 16.24
Number of Customers Affected Per Customer Served (SAIFI) 1.79 1.71 2.14 1.47 1.84 1.79

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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O&R
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 2,688 2,596 2,993 2,987 2,897 2,832
Number of Customer-Hours 397,977 356,514 470,431 375,064 472,939 414,585
Number of Customers Affected 264,121 222,895 256,943 223,976 263,752 246,337
Number of Customers Served 216,268 215,694 217,373 217,884 218,393 217,122
Average Duration Per Customer Affected (CAIDI) 1.51 1.60 1.83 1.67 1.79 1.68
Average Duration Per Customers Served 1.85 1.65 2.18 1.73 2.17 1.92
Interruptions Per 1000 Customers Served 12.53 12.00 13.88 13.74 13.30 13.09
Number of Customers Affected Per Customer Served (SAIFI) 1.23 1.03 1.19 1.03 1.21 1.14

O&R
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 3,546 2,738 3,655 3,111 3,646 3,339
Number of Customer-Hours 836,046 483,938 1,043,235 471,941 1,857,491 938,530
Number of Customers Affected 388,164 252,650 354,315 249,064 389,937 326,826
Number of Customers Served 216,268 215,694 217,373 217,884 218,393 217,122
Average Duration Per Customer Affected (CAIDI) 2.15 1.92 2.94 1.89 4.76 2.73
Average Duration Per Customers Served 3.90 2.24 4.84 2.17 8.53 4.33
Interruptions Per 1000 Customers Served 16.53 12.66 16.95 14.31 16.73 15.44
Number of Customers Affected Per Customer Served (SAIFI) 1.81 1.17 1.64 1.15 1.79 1.51

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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RG&E
Excluding Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 3,004 2,784 2,807 2,950 2,872 2,883
Number of Customer-Hours 508,899 526,175 513,175 378,481 432,921 471,930
Number of Customers Affected 286,388 303,940 277,824 210,698 253,517 266,473
Number of Customers Served 364,759 357,232 356,097 357,177 360,156 359,084
Average Duration Per Customer Affected (CAIDI) 1.78 1.73 1.85 1.80 1.71 1.77
Average Duration Per Customers Served 1.40 1.44 1.44 1.06 1.21 1.31
Interruptions Per 1000 Customers Served 8.24 7.63 7.86 8.28 8.04 8.01
Number of Customers Affected Per Customer Served (SAIFI) 0.79 0.83 0.78 0.59 0.71 0.74

RG&E
Including Major Storms

2006 2007 2008 2009 2010 5 YR AVG

Number of Interruptions 3,241 3,107 3,828 3,110 3,081 3,273
Number of Customer-Hours 762,609 761,368 1,830,153 534,259 615,789 900,835
Number of Customers Affected 356,788 423,383 485,821 263,203 282,347 362,308
Number of Customers Served 364,759 357,232 356,097 357,177 360,156 359,084
Average Duration Per Customer Affected (CAIDI) 2.14 1.80 3.77 2.03 2.18 2.38
Average Duration Per Customers Served 2.09 2.09 5.12 1.50 1.72 2.51
Interruptions Per 1000 Customers Served 8.89 8.52 10.72 8.73 8.63 9.10
Number of Customers Affected Per Customer Served (SAIFI) 0.98 1.16 1.36 0.74 0.79 1.01

* Customers Served is the number of customers served at the end of the current year.
** For those indices that use Customers Served, Customers Served is the December value from the previous year.
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Central Hudson Gas and Electric
(Excluding Major Storms)
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Consolidated Edison - System
(Excluding Major Storms)
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Long Island Power Authority
(Excluding Major Storms)
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National Grid
(Excluding Major Storms)
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New York State Electric and Gas
(Excluding Major Storms)
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Orange and Rockland Utilities
(Excluding Major Storms)
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Rochester Gas and Electric
(Excluding Major Storms)
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EXECUTIVE SUMMARY 
 
This Electric System Reliability Annual Report for 2011 has been prepared in 
response to CPUC Decision 96-09-045.  This Decision established additional 
reliability recording, calculation, and reporting requirements for SDG&E. 
 
The data in this report is presented in tabular form.  All statistics and calculations 
include forced transmission, substation, and distribution outages, and exclude 
planned outages.  Forced outages are those that are not prearranged.  For the 
purposes of this report, sustained outages are those outages that lasted 5 
minutes or more in duration, while momentary outages are those outages that 
lasted less than 5 minutes in duration. 
 
The reliability indicators that are tracked are as follows: 
 

1. SAIDI (System Average Interruption Duration Index) - minutes of 
sustained outages per customer per year. 

 
2. SAIFI (System Average Interruption Frequency Index) - number of 

sustained outages per customer per year. 
 
3. MAIFI (Momentary Average Interruption Frequency Index) - number of 

momentary outages per customer per year. 
 
4. SAIDET* (System Average Interruption Duration Index Exceeding 

Threshold) - minutes of sustained outages per customer per year 
exceeding a defined annual threshold of 150 minutes. 

 
5. ERT* (Estimated Restoration Time) - sum of the weighted accuracy of 

each outage divided by the number of customers who experienced an 
outage.  Weighted accuracy is determined by using the time in play and 
number of customers who received accurate estimates. 

 
The measurement of each reliability performance indicator excludes CPUC major 
events and events that are the direct result of failures in the ISO-controlled bulk 
power market, or non-SDG&E owned transmission and distribution facilities.  A 
Major Event is defined in CPUC Decision 96-09-045 as an event that meets at 
least one of the following criteria: 
  

(a) The event is caused by earthquake, fire, or storms of sufficient 
intensity to give rise to a state of emergency being declared by the 
government, or 

(b) Any other disaster not in (a) that affects more than 15% of the system 
facilities or 10% of the utility’s customers, whichever is less for each 
event. 

 
* Introduced as new reliability indices in 2008 as a result of SDGE’s General Rate Case Application: 
(A) 06-12-009 and resulting decision (D) 08-07-046
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This report also provides SDG&E’s Historical System Reliability Data based on 
IEEE 1366 exclusion criteria (shown on Page 2), in addition to the Historical 
System Reliability Data based on D. 96-09-045 exclusion criteria (shown on Page 
1).  
 
A summary of 2011 performance is as follows: 
 

CRITERIA SAIDI SAIFI MAIFI SAIDET ERT

Including CPUC Major Events (2011) 567.59  1.472 0.239 _ _

Excluding CPUC Major Events (2011) 54.14    0.473 0.239 26.24    59%

10-Year Average (2002-2011) Including CPUC 
Major Events 155.49  0.751 0.527 _ _

10-Year Average (2002-2011) Excluding CPUC 
Major Events 64.22    0.580 0.508

_ _

 

 

The CPUC Major Events that were declared in 2011 are shown in the following 
table. Restricted access by a governmental agency that precludes or otherwise 
delays outage restoration times are considered CPUC Major Events and 
excluded from reliability results. 
 

Month/Day  SAIDI  SAIFI 

 Sustained 
Customer 

Impact  MAIFI 

Momentary 
Customer 

Impact Event Cause(s)

March 7       0.04   0.000               110       -                  -    SDPD Request to De-energize

August 21 - 22       0.01   0.000                 13       -                  -   Restricted Access by Fire Dept.

September 8 -9   513.40   0.999     1,387,249       -               765 Pacific Southwest Electrical 
Outage

November 21       0.00   0.000                 37       -                  -   Non-SDG&E Facility; SCE Outage

December 17       0.00   0.000                 25       -                  -   SD County Sheriff Request to         
De-energized  

 
In 2011, approximately 15 customers within SDG&E’s service territory 
experienced more than one 5 minute (or longer) outage per month on a rolling 
annual average basis, after exclusion of CPUC Major Events. 
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HISTORICAL SYSTEM RELIABILITY DATA (USING D.96-09-045 EXCLUSION CRITERIA) 

Year SAIDI SAIFI MAIFI SAIDI SAIFI MAIFI
No. of 
Events Event Cause(s)

2002 82.68 0.813 0.606 77.35 0.807 0.604 4 Fires (2), Interruptions Due to Non-
SDG&E Facilities (2)

2003 298.45 0.860 0.869 76.14 0.717 0.845 2 Firestorm 2003 (1), Wind Storm Affecting 
>15% of Facilities (1)

2004 93.19 0.672 0.614 78.75 0.615 0.610 5
Fires (3), Interruptions Due to Non-
SDG&E Facilities (1), December Storm 
(1)

2005 61.99 0.637 0.602 58.46 0.567 0.568 10 Fires (4), Interruptions Due to Non-
SDG&E Facilities (4), Storms (2)

2006 52.83 0.545 0.494 52.65 0.541 0.494 9 Fires (6), Interruptions Due to Non-
SDG&E Facilities (3)

2007 182.17 0.590 0.572 52.00 0.481 0.527 8

State of Emergency Declared (2), 
Interruptions Due to Non-SDG&E 
Facilities (2),  Load Curtailment (1), 
Request to De-energize/ Restricted 
Access (3)

2008 59.17 0.517 0.380 58.92 0.515 0.378 9 Fires (2), Request to De-energize/ 
Restricted Access (7)

2009 67.06 0.542 0.380 66.01 0.538 0.380 4
Fires (1), Interruptions Due to Non-
SDG&E Facilities (1), Request to De-
energize/ Restricted Access (2)

2010** 89.77 0.863 0.510 67.74 0.543 0.431 12

Storms (2), Interruptions Due to Non-
SDG&E Facilities (6), Load Curtailment 
(1),  Request to De-energize/ Restricted 
Access (3)

2011 567.59 1.472 0.239 54.14 0.473 0.239 5

Requests to De-energize  (2), Restricted 
Access (1), Southwest Electrical Outage 
(1), Interruptions Due to Non-SDG&E 
Facilities (1)  

CPUC Major Events ExcludedAll Forced Interruptions Included

**The 2010 MAIFI impacts were inadvertently under reported in the 2010 annual report and have since been corrected.  This 
correction increased 2010 MAIFI by 0.003 when excluding CPUC events.  
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HISTORICAL SYSTEM RELIABILITY DATA (USING IEEE 1366 EXCLUSION CRITERIA) 

Year SAIDI SAIFI MAIFI SAIDI SAIFI MAIFI

2002 82.68 0.813 0.606 70.71 0.621 0.588

2003 298.45 0.860 0.869 81.49 0.698 0.856

2004 93.19 0.672 0.614 78.83 0.619 0.610

2005 61.99 0.637 0.602 61.99 0.637 0.602

2006 52.83 0.545 0.494 52.83 0.545 0.494

2007 182.17 0.590 0.572 54.89 0.477 0.530

2008 59.17 0.517 0.380 59.17 0.517 0.380

2009 67.06 0.542 0.380 49.71 0.466 0.362

   2010** 89.77 0.863 0.510 63.36 0.520 0.444

2011 567.59 1.472 0.239 53.43 0.471 0.239

Threshold Major Event Days Excluded *All Forced Interruptions Included

* Per IEEE Standard 1366-2003 "2.5 beta method" for determining excludable days, days are excluded from a 
given year's metric if their SAIDI exceeds 2.5 times the standard deviation of daily SAIDI over the previous five 
year period.                                                                                                                                                                    
**The 2010 MAIFI impacts were inadvertently under reported in the 2010 annual report and have since been 
corrected.  This correction increased 2010 MAIFI by 0.0003 when excluding Threshold Major Event Days.  
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TEN LARGEST OUTAGE EVENTS IN 2011*  
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 September  8 - 9 Pacific Southwest Electrical 
Outage 513.40 0.999 Yes 1,387,249 981 Not Available

2 June 28 - 29 Faulted Circuit Breaker 1.52 0.004 No 5,147 539 Not Available

3 October 16 - 17 Faulted Underground Cable 0.68 0.002 No 2,422 1,054 Not Available

4 March 15 - 16 Faulted Tee 0.64 0.004 No 5,257 704 Not Available

5 August 4 - 5 Faulted Underground Cable 0.57 0.004 No 5,285 706 Not Available

6 August 28 - 29 Storm 0.51 0.003 No 4,314 1,170 Not Available

7 October 22 Faulted Tee 0.48 0.004 No 5,096 609 Not Available

8 December 23 - 24 Vehicle Contact 0.45 0.001 No 1,210 1,543 Not Available

9 June 29 Faulted Underground Cable 0.44 0.002 No 2,140 453 Not Available

10 November 4 Faulted Cutout 0.43 0.006 No 7,841 77 Not Available
 

 
*Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2010* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 January 18 - 22 Heavy Rain Storm 12.61 0.085 Yes 117,558 1,752 Not Available

2 December 20 - 23 Heavy Rain Storm 4.93 0.023 Yes 31,376 1,758 Not Available

3 April 1 ISO Ordered Load 
Curtailment 4.40 0.211 Yes 290,945 43 Not Available

4 September 30 - 
October 5

Heavy Rain and Lightning 
Storm 2.88 0.036 No 50,155 1,343 Not Available

5 January 5 - 6 Faulted Tee 1.57 0.004 No 5,111 760 Not Available

6 September 26 - 28 Heat Storm 1.42 0.010 No 13,531 624 Not Available

7 September 30 - 
October 1 Vehicle Contact 1.34 0.004 No 5,503 1,074 Not Available

8 October 21 Vehicle Contact 1.33 0.002 No 2,753 1,341 Not Available

9 April 4 - 5 Earthquake 1.22 0.003 No 4,512 651 Not Available

10 October 19 - 20 Heavy Rain and Lightning 
Storm 1.12 0.014 No 18,873 718 Not Available

 
 
     *Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2009* 
 
 

Rank Date Description
 SAIDI 
Impact 

 SAIFI 
Impact 

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 December 7 - 10 December Storm**         11.68        0.045 No         61,783               3,624 Not Available

2 December 13 - 14 Overhead Equipment Failure           4.49        0.016 No         21,956               1,099 Not Available

3 August 20 - 21 Vehicle Contact           1.05        0.004 Yes           5,031                  970 Not Available

4 June 3 - 4 Lightning Storm           0.97        0.006 No           7,909               1,204 Not Available

5 February 9 - 10 Heavy Rain and Snow Storm           0.86        0.009 No         12,304               1,686 Not Available

6 December 7 -8
Underground Equipment 
Failure**           0.60        0.003 No           3,889               1,082 Not Available

7 November 18 - 19 Faulted Cable           0.53        0.003 No           4,322                  950 Not Available

8 November 28 - 29 Heavy Rain Storm           0.50        0.006 No           8,779                  756 Not Available

9 November 23 - 24
Underground Equipment 
Failure           0.48        0.003 No           4,045                  544 Not Available

10 November 9 -10 Heavy Equipment Dig-In           0.47        0.005 No           7,458               1,167 Not Available  
 

* Based on SAIDI impact. 
 
** The information for both the Dec. 7-10 and Dec. 7-8 events have been updated since the filing of the 2009 annual report. The above figures 
represent the corrected values. An underground equipment failure was inadvertently associated with the December storm event. This had no 
impact on the filed SAIDI, SAIFI, and MAIFI impacts when excluding CPUC events. 
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TEN LARGEST OUTAGE EVENTS IN 2008* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 December 17 - 22
Heavy Rain and Snow Storm 
throughout Service Territory, 

Part II
3.51 0.010 No 13,113 6,783 Not Available

2 January 5 - 8 Rain & Lightning Storm 
throughout Service Territory 1.33 0.011 No 15,438 1,731 Not Available

3 December 15
Heavy Rain and Snow Storm 
throughout Service Territory, 

Part I
1.02 0.006 No 8,421 421 Not Available

4 May 31 C138 & HC3 Tree Contact 
(also affecting C139 & 4kVs) 0.92 0.003 No 3,735 746 Not Available

5 October 19 C213 - Damaged 
Underground Cable 0.91 0.001 No 2,035 942 Not Available

6 June 22 - 23 C990 - Faulted Terminator 0.67 0.002 No 2,198 870 Not Available

7 April 8 - 9
C486 - Motor Vehicle 

Contact, Terminator and 
Cable Replaced

0.61 0.003 No 4,708 910 Not Available

8 December 25 - 26
C286 & EN2 - Multiple 
Circuits affected during 

Restoration
0.58 0.004 No 5,364 601 Not Available

9 May 23 C159 - Pothead Failure 0.56 0.002 No 3,178 298 Not Available

10 September 24
Bank 20 Bad Relay affecting 
circuits WA3, WA4, WA5 and 

WA6
0.56 0.004 No 6,128 178 Not Available

 
 

*Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2007* 
 
 

Rank Date Description
 SAIDI 
Impact 

 SAIFI 
Impact 

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1
October 21 - 
November 24

Firestorm 2007 - Declaration 
of State of Emergency      128.42        0.055 Yes         74,088             40,453 Not Available

2 September 1 - 4
HEATWAVE 2007 (Labor Day 
Weekend)          1.59        0.010 No         13,662                  833 Not Available

3 October 22

ISO Request - Load 
Curtailment during Firestorm 
2007          1.18        0.051 Yes         68,826                    34 Not Available

4 June 04
Laguna Niguel Outages - 
Faulted CB impacted Bus          1.15        0.016 No         21,425                  254 Not Available

5 August 30
TL 629 & TL 6946 Lightning 
Contact on Swi 629-8          1.09        0.003 No           4,117                  359 Not Available

6 July 28
Circuit 582 Underground 
Cable Failure          1.01        0.002 No           2,761                  606 Not Available

7 October 11
Paradise Substation Bank 42 
Lightning Arrestor Failure          0.80        0.017 No         23,121                    85 Not Available

8 September 15 - 17 Circuit 221 Pine Valley Fire          0.77        0.000 No              585               2,942 Not Available

9 January 12 - 13
Circuits WA3, WA4, and UP1 -
Downed Overhead Conductor          0.66        0.003 No           4,052                  347 Not Available

10 December 25 - 26
Circuit EOS2 - Connector 
Failure          0.57        0.001 No           1,349                  614 Not Available  

 
*Based on SAIDI impact. 
**The information for the largest event was inadvertently under reported in the 2007 annual report and has since been corrected above.  This 
had no impact on the filed SAIDI, SAIFI, and MAIFI impacts when excluding CPUC events. 
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TEN LARGEST OUTAGE EVENTS IN 2006* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 July 22 - 23** Heat Storm 2.89 0.020 No 26,477 1,280 Not Available

2 March 10 - 14 Storm / Winds 1.98 0.003 No 4,501 4,160 Not Available

3 July 21 TL 685 - Misoperation of a 
Relay (7 Substations) 1.84 0.033 No 45,007 55 Not Available

4 July 15 - 17 Lighting/ Heat Storm 1.03 0.009 No 12,048 869 Not Available

5 January 2 - 3 Storm / Winds 0.68 0.011 No 15,329 811 Not Available

6 June 15 Circuits 416 and 76 Private 
Motor Vehicle Contact 0.60 0.002 No 3,124 644 Not Available

7 September 6 - 7 Circuits 509 and 506 Private 
Motor Vehicle Contact 0.53 0.002 No 2,908 946 Not Available

8 May 23 Circuit 592 Damaged 
Connector Failure 0.49 0.002 No 3,246 397 Not Available

9 May 26 Circuit 1077 Private Motor 
Vehicle Contact 0.42 0.002 No 2,158 636 Not Available

10 July 31 - August 1 Circuit WY1 - Vegetation 
Contact 0.42 0.001 No 1,070 1,058 Not Available

 
 
  * Based on SAIDI impact. 

** Includes outages initiated on July 23rd and restored on July 24th.  
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TEN LARGEST OUTAGE EVENTS IN 2005* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 September 19 September Storm 2.78 0.015 No 19,399 1,447 Not Available

2 July 28 Laguna Niguel Transmission 
Event 1.57 0.028 No 37,267 72 Not Available

3 August 25 Poway, Escondido, Cannon 
Sub - Load Curtailment 1.36 0.039 Yes 51,411 51 Not Available

4 February 18 February Storms 1.35 0.024 Yes 31,885 2,495 Not Available

5 July 23 Lightning Storm July 1.20 0.013 No 17,309 1,450 Not Available

6 October 6 Damaged OH Switch 0.89 0.004 No 5,226 468 Not Available

7 April 22 Poway Sub 0.89 0.008 No 10,896 108 Not Available

8 February 22 Vehicle Contact 0.82 0.003 No 4,143 310 Not Available

9 February 2 Feb 2nd storm 0.77 0.005 No 6,361 904 Not Available

10 January 3 January Storms 0.75 0.005 Yes 7,156 2,146 Not Available
 

 
  *Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2004* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 Dec. 28 - 31 December 2004 Storm 14.41 0.056 Yes 74,000 2,074 Not Available

2 Dec. 1 Substation - Equipment 
Failure 2.88 0.017 No 22,716 393 Not Available

3 Jun. 12 Substation - Animal Contact 2.16 0.011 No 14,708 204 Not Available

4 Jan. 23 - 24 Conductor Failure 1.88 0.003 No 3,951 625 Not Available

5 Sep. 30 - 
Oct. 1 Private Vehicle Contact 1.51 0.003 No 4,322 459 Not Available

6 Oct. 17 - 21 Storm / Winds 1.24 0.013 No 16,833 1,026 Not Available

7 Dec. 5 Private Vehicle Contact 1.14 0.005 No 6,292 276 Not Available

8 Dec. 5 Connector Failure 1.10 0.004 No 5,824 502 Not Available

9 Nov. 10 Transmission Equipment 
Failure 0.82 0.004 No 5,095 414 Not Available

10 Dec. 5 - 6 Storm / Winds 0.78 0.001 No 1,265 808 Not Available
 

 
 *Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2003* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 Oct. 26 - Nov. 
25 Firestorm 2003 193.33 0.071 Yes 91,443 43,032 Not Available

2 Jan. 6 - 8 Storm / Winds 28.98 0.072 Yes 92,715 2,548 Not Available

3 Oct. 27 - 28 Substation - Animal Contact 3.10 0.017 No 22,285 227 Not Available

4 Dec. 25 - 26 Storm / Winds 3.00 0.017 No 21,611 1,303 Not Available

5 May 14 - 15 Transmission Line - Heavy 
Equipment Contact (Crane) 1.47 0.002 No 2,900 1,832 Not Available

6 Mar. 28 - 30 Storm / Winds 1.25 0.003 No 3,767 1,440 Not Available

7 Sep. 2 - 3 Storm / Winds 1.06 0.014 No 18,025 678 Not Available

8 Oct. 5 - 6 Underground Cable Failure 0.97 0.004 No 5,255 841 Not Available

9 Jan. 12 Substation - Animal Contact 0.97 0.014 No 17,990 73 Not Available

10 Sep. 19 - 20 Underground Cable Failure 0.88 0.004 No 5,334 1,010 Not Available
 

 
 *Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2002* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 Feb. 27 Accidental Trip of Circuit 
Breaker 6.00 0.173 No 219,522 62 Not Available

2 Feb. 9 - 11 Storm / Winds 3.41 0.023 No 28,987 1,587 Not Available

3 Feb. 10 - 13 Fallbrook (Gavilan) Fire - 
Request by CDF 2.99 0.003 Yes 3,732 4,107 Not Available

4 Aug. 31 - Sep. 3 Storm / Heat 2.94 0.023 No 28,836 775 Not Available

5 July 29 - Aug. 12 Pines Wildland Fire - State of 
Emergency 2.34 0.003 Yes 3,498 10,227 Not Available

6 Nov. 25 - 30 Storm / Winds 2.16 0.014 No 18,108 1,493 Not Available

7 Apr. 5 Circuit Breaker Failure 1.79 0.008 No 10,591 306 Not Available

8 Apr. 22 - 23 Crossarm Failure 1.35 0.004 No 5,219 603 Not Available

9 Dec. 16 - 18 Storm / Winds 1.23 0.008 No 10,078 1,106 Not Available

10 July 23 - 24 Switch Faulted / Mechanical 1.07 0.006 No 7,284 586 Not Available
 

 
             *Based on SAIDI impact. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2011 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 2 4 6 8 10 12 14 16

0 0 0 0 0 0 0 0 1,387,249

18 20 22 24 26 28 30 32 34
1,387,249 1,373,940 1,204,968 842,831 201,230 2,310 761 765 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

September  8 - 9 Pacific Southwest Electrical Outage 1,387,249

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2010 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 2 4 6 8 10 12 14 16

0 0 0 0 0 0 4,482 12,271 4,618

18 20 22 24 26 28 30 32 34
4,974 884 568 491 492 489 483 565 110

36 38 40 42 44 46 48 50 52
50,447 26,607 10,492 7,046 5,131 4,272 993 797 517

54 56 58 60 62 64 66 68 70
269 279 115 91 8,380 4,603 2,138 754 753

72 74 76 78 80 82 84 86 88
385 385 18,984 15,114 6,600 30,186 10,106 13,140 3,475

90 92 94 96 98 100 102 104 106
2,352 2,806 4,638 448 102 17,158 18,330 5,084 420

108 110 112 114 116 118 120 122 124
490 465 3,093 271 155 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

117,558Heavy Rain StormJanuary 18 - 22

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2010 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 2 4 6 8 10 12 14 16
April 1 ISO ordered mandatory load 

curtailment
290,945

290,945 0 0 0 0 0 0 0 0

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2010 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 5 10 15 20 25 30 35 40

0 110 5,326 12,271 7,252 4,618 2,769 4,974 2,983

45 50 55 60 65 70 75 80 85
884 884 568 593 491 517 492 492 489

90 95 100 105 110 115 120 125 130
489 483 474 565 583 110 24,456 50,447 38,085

135 140 145 150 155 160 165 170 175
26,607 15,698 10,492 9,863 7,046 6,168 5,131 4,325 4,272

180 185 190 195 200 205 210 215 220
3,146 993 967 797 793 517 780 269 269

225 230 235 240 245 250 255 260 265
279 276 115 116 91 5,061 8,380 7,127 4,603

270 275 280 285 290 295 300 305 310
2,380 2,138 772 754 754 753 731 385 385

315 320 325 330 335 340 345 350 355
385 7,378 18,984 16,315 15,114 7,157 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

31,376Heavy Rain StormDecember 20 - 23

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2009 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18
0 0 0 0 0 0 0 0 0

20 22 24 26 28 30 32 34 36

0 5,031 2,958 1,102 1,102 1,102 1,102 1,102 1,102

38 40 42 44 46 48 50 52 54

1,102 0 0 0 0 0 0 0 0
*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

August 20 - 21 Vehicle Contact 5,031

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2008 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 
 
There were no CPUC Major Events from 2008 to be extracted. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2007 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

0 5 10 15 20 25 30 35 40

0 0 994 5,847 1,439 4,016 26,645 25,770 23,560

45 50 55 60 65 70 75 80 85
21,810 21,651 16,940 21,349 17,522 18,435 17,213 17,263 20,582

90 95 100 105 110 115 120 125 130

18,341 17,699 17,699 17,927 17,503 14,693 14,012 13,117 13,064

135 140 145 150 155 160 165 170 175
11,787 10,935 9,682 8,676 8,640 7,881 6,755 6,503 7,801

180 185 190 195 200 205 210 215 220

6,582 5,670 4,791 4,786 5,154 4,700 4,702 4,104 4,104

225 230 235 240 245 250 255 260 265

4,111 4,105 3,010 2,862 2,862 2,862 3,455 3,568 2,911

270 275 280 285 290 295 300 305 310

2,725 2,986 3,008 2,303 2,303 2,358 2,277 3,211 1,946

315 320 325 330 335 340 345 350 355

1,882 1,882 2,141 2,107 1,825 1,825 1,825 2,296 1,734

360 365 370 375 380 385 390 395 400
1,540 1,540 2,657 1,472 1,506 1,211 2,292 1,255 1,985

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

74,088Firestorm 2007 - Declaration of State 
of Emergency

October 21 - 
November 24

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

 
 **The total customer impact as well as customers out of service for hours 35, 45, and 50 were inadvertently incorrectly reported and have since been corrected.  This had no impact on 
the filed SAIDI, SAIFI, and MAIFI impacts for Non-CPUC events. 



SAN DIEGO GAS & ELECTRIC 2011 ELECTRIC SYSTEM RELIABILITY REPORT  
  
 

 20

EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2007  

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

405 410 415 420 425 430 435 440 445
1,036 987 987 994 861 721 721 811 692

450 455 460 465 470 475 480 485 490
883 410 410 456 504 225 225 225 216

495 500 505 510 515 520 525 530 535
49 9 6 6 6 6 6 6 6

540 545 550 555 560 565 570 575 580
31 31 6 6 6 6 6 6 6

585 590 595 600 605 610 615 620 625
6 6 6 6 6 6 6 6 6

630 635 640 645 650 655 660 665 670
6 6 6 6 6 6 6 6 6

675 680 685 690 695 700 705 710 715
6 6 6 6 6 6 6 6 6

720 730 740 750 760 770 780 790 800
0 0 0 0 0 0 0 0 0

810 815 820 825 830 835 840 845 850
0 30 30 60 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

October 21 - 
November 24

Firestorm 2007 - Declaration of State 
of Emergency                     
(Continued)

74,088

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

  
 **The total customer impact as well as customers out of service for hours 35, 45, and 50 were inadvertently incorrectly reported and have since been corrected.  This had no impact 
on the filed SAIDI, SAIFI, and MAIFI impacts for Non-CPUC events. 



SAN DIEGO GAS & ELECTRIC 2011 ELECTRIC SYSTEM RELIABILITY REPORT  
  
 

 21

EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2007  

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 0 0 0 0 0 0 68,826 0

20 22 24 26 28 30 32 34 36
0 0 0 0 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

October 22 ISO Request - Load Curtailment 
during Firestorm 2007

68,826

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2006 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 
  
There were no CPUC Major Events from 2006 to be extracted. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2005 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

2 4 6 8 10 12 14 16 18
0 0 0 0 0 25 68 43 123

20 38 40 42 44 110 112 114 116
25 194 183 176 25 1,075 1,762 110 55

118 120 130 132 134 136 166 168 170
0 55 55 55 55 12 55 70 70

172 174 176 178 180 182 184 186 194
0 110 820 0 0 0 0 55 25

196 198 200 202 204 206 208 210 212
1179 577 258 215 98 135 135 135 110

214 216 218 220 222 224 226 228 230
122 110 110 110 110 110 110 110 110

232 234 236 238 240 242 244 246 250
110 110 110 110 110 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.
**The customers interrupted were inadvertently reported in the incorrect time slot in 2005.  This table has been corrected in 2007; the adjustment had no affect on the 
reported SAIDI and SAIFI impacts for these events. 

January 3 - 
January 13 

January Storms - Declaration of State 
of Emergency

7,156

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2005 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

2 4 6 8 10 22 32 34 36
0 0 155 52 226 25 36 1,506 608

38 40 42 44 46 48 50 52 54
204 188 1,008 31 31 31 19 19 129

56 58 60 62 64 66 68 70 72
129 129 19 226 19 19 19 19 19

74 76 78 80 82 84 86 88 90
19 19 19 19 19 110 199 72 41

92 94 96 104 108 110 112 114 124
8 63 1 25 8 8 62 62 5067

126 128 130 132 134 160 162 164 166
191 690 577 19 1 84 358 860 540

168 170 172 174 176 178 180 182 184
460 234 87 31 31 7 7 7 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.
**The customers interrupted were inadvertently reported in the incorrect time slot in 2005.  This table has been corrected in 2007; the adjustment had no affect on the 
reported SAIDI and SAIFI impacts for these events.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

February 18 - 
February 25

February Storms - Declaration of State 
of Emergency

31,885

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2005 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

2 4 6 8 10 12 14 16 18
August 25 ISO ordered mandatory load 

curtailment
51,411 0 0 0 0 0 0 0 51,411 0

**The customers interrupted were inadvertently reported in the incorrect time slot in 2005.  This table has been corrected in 2007; the adjustment had no affect on the 
reported SAIDI and SAIFI impacts for these events. 

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2004 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 0 0 31 3,725 5 30 1,381 48,480

20 22 24 26 28 30 32 34 36
36,187 26,037 18,190 11,941 7,393 5,017 3,093 1,372 709

38 40 42 44 46 48 50 52 54
411 159 91 36 36 50 34 7 6

56 58 60 62 64 66 68 70 72
6 110 0 0 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

December 28 - 31 December Storm - Declaration of 
State of Emergency

74,000

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

 
 



SAN DIEGO GAS & ELECTRIC 2011 ELECTRIC SYSTEM RELIABILITY REPORT  
  
 

 27

EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2003 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 165 2,374 3,500 5,231 4,985 2,916 4,272 33

20 22 24 26 28 30 32 34 36
2,908 2,875 299 8,799 42,386 62,337 44,408 34,801 29,472

38 40 42 44 46 48 50 52 54
23,942 18,661 7,533 4,709 3,687 3,391 2,489 1,563 1,077

56 58 60 62 64 66 68 70 72
1,021 648 581 92 94 69 69 37 37

74 76 78 80 82 84 86 88 90
25 25 0 0 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

January 6 - 8 January Storm - >15% of System 
Facilities Affected

92,715

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2003 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 5 10 15 20 25 30 35 40

0 697 12,087 25,599 33,856 33,575 35,317 43,272 44,623

45 50 55 60 65 70 75 80 85
43,523 38,774 28,412 26,932 24,552 24,157 21,108 20,628 17,709

90 95 100 105 110 115 120 125 130
16,330 17,074 17,074 16,013 14,356 12,195 11,878 11,878 11,878

135 140 145 150 155 160 165 170 175
11,214 6,643 1,050 833 813 379 635 820 820

180 185 190 195 200 205 210 215 220
820 820 777 777 777 635 2,357 2,563 2,563

225 230 235 240 245 250 255 260 265
2,563 2,835 2,149 2,149 2,149 1,166 1,089 890 873

270 275 280 285 290 295 300 305 310
849 827 867 948 948 948 795 738 566

315 320 325 330 335 340 345 350 355
535 535 432 432 432 432 432 324 312

360 365 370 375 380 385 390 395 400
312 312 312 82 68 68 68 51 52

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

91,443Firestorm 2003 - Declaration of State 
of Emergency

October 26 - 
November 25
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2003 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

405 410 415 420 425 430 435 440 445
49 49 49 49 49 49 49 49 49

450 455 460 465 470 475 480 485 490
49 49 49 49 48 48 48 48 48

495 500 505 510 515 520 525 530 535
48 48 48 48 48 48 48 48 48

540 545 550 555 560 565 570 575 580
47 47 47 47 47 47 47 47 47

585 590 595 600 605 610 615 620 625
48 40 40 40 40 40 40 40 40

630 635 640 645 650 655 660 665 670
40 40 40 40 40 40 40 9 9

675 680 685 690 695 700 705 710 715
9 9 9 9 9 9 9 9 9

720 725 730 735 740 745 750 755 760
9 9 9 9 0 0 0 0 0

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Firestorm 2003 - Declaration of State 
of Emergency                     

(continued)

91,443
Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

October 26 - 
November 25

 
*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2002 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 0 0 0 0 0 2,083 3,732 2,592

20 22 24 26 28 30 32 34 36

2,083 1,008 1,008 1,008 1,008 1,008 1,008 1,008 1,008

38 40 42 44 46 48 50 52 54
871 871 871 762 762 762 762 762 762

56 58 60 62 64 66 68 70 72
762 762 762 762 762 728 728 728 728

74 76 78 80 82 84 86 88 90
19 19 19 19 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

3,732Fallbrook (Gavilan) Fire - Request by 
CDF

February 10 - 13

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2002 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 0 0 0 0 0 0 3 3

20 22 24 26 28 30 32 34 36
338 338 338 338 338 338 338 338 866

38 40 42 44 46 48 50 52 54
794 794 338 338 338 338 338 338 338

56 58 60 62 64 66 68 70 72
338 338 338 338 338 338 338 338 338

74 76 78 80 82 84 86 88 90
338 338 338 338 338 338 338 338 3

92 94 96 98 100 102 104 106 108
3 3 3 3 3 3 3 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

July 29 -          
August 12

Pines Wildland Fire - State of 
Emergency

3,498

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2002 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

110 112 114 116 118 120 122 124 126

0 0 0 0 0 0 10 10 10

128 130 132 134 136 138 140 142 144
10 10 10 10 10 10 10 10 10

146 148 150 152 154 156 158 160 162
10 10 10 10 10 10 10 10 10

164 166 168 170 172 174 176 178 180
10 10 10 258 258 258 258 258 258

182 184 186 188 190 192 194 196 198
258 258 258 258 258 258 258 258 258

200 202 204 206 208 210 212 214 216
258 258 258 258 258 258 258 258 258

218 220 222 224 226 228 230 232 234

258 258 258 258 224 224 224 224 224
*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

July 29 -       
August 12

Pines Wildland Fire - State of  
Emergency

3,498
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2002 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

236 238 240 242 244 246 248 250 252
224 224 224 224 217 122 122 122 122

254 256 258 260 262 264 266 268 270
122 122 122 122 122 122 122 122 122

272 274 276 278 280 282 284 286 288
122 12 12 12 12 12 12 12 12

290 292 294 296 298 300 302 304 306
0 0 0 0 0 0 0 0 0

308 310 312 314 316 318 320 322 324
0 0 0 0 0 0 0 0 0

326 328 330 332 334 336 338 340 342
0 0 0 0 0 0 0 0 0

344 346 348 350 352 354 356 358 360
0 0 0 0 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

July 29 -       
August 12

Pines Wildland Fire - State of 
Emergency

3,498
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2011 
 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January Eastern 444 15

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2010 
 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October Northeast 221 290

November Northeast/Eastern 221/444 289/15

December Eastern 444 15
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2009 
 

 
Month District Circuit

Number of Customers Experiencing 
>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2008 
 

                           

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2007 
 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2006 
  

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
 

Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2005 
  

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
 

Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2004 
 

 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None  
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2003 
 

 

Month District Circuit Number of Customers Experiencing 
>12 Sustained Outages

January Northeast 212 62

February Northeast 212 60

March Northeast 212 60

April Northeast 212 60

May Northeast 212 60

June Northeast 212 60

July Northeast 212 60

August Northeast 212 62

September Northeast 212 62

October Northeast 212 60

November Northeast 212 60

December N/A N/A None  
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2002 
 
 

Month District Circuit Number of Customers Experiencing 
>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
 

Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 

 
 
 

 
 



 
 
 
February 28, 2013 
 

  
Paul Clanon 
Executive Director 
California Public Utilities Commission 
505 Van Ness Avenue 
San Francisco, CA  94102 
 
Re:  San Diego Gas & Electric Company (SDG&E) Electric System Reliability Annual Report  

for 2012  
 
 
Dear Mr. Clanon, 
 
Pursuant to Ordering Paragraph 1 of D.96-09-045, SDG&E hereby submits its Electric 
System Reliability Report for the calendar year ended December 31, 2012.   
 
As detailed in SDG&E Advice Letter 2256-E (approved June 9, 2011),  this report provides 
SDG&E’s Historical System Reliability Data based on IEEE 1366 exclusion criteria, in addition 
to the Historical System Reliability Data based on D.96-09-045 exclusion criteria.   
 
If there are any questions concerning the enclosed information, please contact Megan 
Caulson at (858) 654-1748. 
 
Sincerely, 
 
 
 
_______________________ 
Megan Caulson 
Regulatory Tariff Manager 
 
 
Encl. 
 
cc:  Edward Randolph, Energy Division 
 David Lee, Energy Division 
 Mike Olson, SDG&E 

 
Megan Caulson 

SDG&E Regulatory Tariffs Manager 
8330 Century Park Court 

San Diego, CA 92123-1548 
Tel: 858-654-1748 

Fax: 858-654-1788 
Mcaulson@SempraUtilities.com 
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EXECUTIVE SUMMARY 
 
This Electric System Reliability Annual Report for 2012 has been prepared in 
response to CPUC Decision 96-09-045.  This Decision established additional 
reliability recording, calculation, and reporting requirements for SDG&E. 
 
The data in this report is presented in tabular form.  All statistics and calculations 
include forced transmission, substation, and distribution outages, and exclude 
planned outages.  Forced outages are those that are not prearranged.  For the 
purposes of this report, sustained outages are those outages that lasted more 
than 5 minutes in duration, while momentary outages are those outages that 
lasted 5 minutes or less in duration. 
 
The reliability indicators that are tracked are as follows: 
 

1. SAIDI (System Average Interruption Duration Index) - minutes of 
sustained outages per customer per year. 

 
2. SAIFI (System Average Interruption Frequency Index) - number of 

sustained outages per customer per year. 
 
3. MAIFI (Momentary Average Interruption Frequency Index) - number of 

momentary outages per customer per year. 
 
4. SAIDET* (System Average Interruption Duration Index Exceeding 

Threshold) - minutes of sustained outages per customer per year 
exceeding a defined annual threshold of 150 minutes. 

 
5. ERT* (Estimated Restoration Time) - sum of the weighted accuracy of 

each outage divided by the number of customers who experienced an 
outage.  Weighted accuracy is determined by using the time in play and 
number of customers who received accurate estimates. 

 
The measurement of each reliability performance indicator excludes CPUC major 
events and events that are the direct result of failures in the ISO-controlled bulk 
power market, or non-SDG&E owned transmission and distribution facilities.  A 
Major Event is defined in CPUC Decision 96-09-045 as an event that meets at 
least one of the following criteria: 
  

(a) The event is caused by earthquake, fire, or storms of sufficient 
intensity to give rise to a state of emergency being declared by the 
government, or 

(b) Any other disaster not in (a) that affects more than 15% of the system 
facilities or 10% of the utility’s customers, whichever is less for each 
event. 

 
* Introduced as new reliability indices in 2008 as a result of SDGE’s General Rate Case Application: 
(A) 06-12-009 and resulting decision (D) 08-07-046
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This report also provides SDG&E’s Historical System Reliability Data based on 
IEEE 1366 exclusion criteria (shown on Page 2), in addition to the Historical 
System Reliability Data based on D. 96-09-045 exclusion criteria (shown on Page 
1).  
 
A summary of 2012 performance is as follows: 
 

CRITERIA SAIDI SAIFI MAIFI SAIDET ERT

Including CPUC Major Events (2012) 64.63    0.533    0.301    _ _

Excluding CPUC Major Events (2012) 64.38    0.532    0.301    31.80    32%

10-Year Average (2003-2012) Including CPUC 
Major Events 153.69  0.723 0.496 _ _

10-Year Average (2003-2012) Excluding CPUC 
Major Events 62.92    0.552 0.477

_ _

 

 

The CPUC Major Events that were declared in 2012 are shown in the following 
table. Restricted access by a governmental agency that precludes or otherwise 
delays outage restoration times are considered CPUC Major Events and 
excluded from reliability results. 
 

Month/Day  SAIDI  SAIFI 

 Sustained 
Customer 

Impact  MAIFI 

Momentary 
Customer 

Impact Event Cause(s)

January 6 -7        0.02   0.000                402     0.00            526 Restricted Access by Fire Dept.

April 9        0.00   0.000                  13         -                16 Fire Dept. Request to De-energize

September 23 -24        0.14   0.000                167         -                -   Fire Dept. Request to De-energize

November 2        0.09   0.001             1,158         -                -   Fire Dept. Request to De-energize
 

 
In 2012, approximately 1,354 customers within SDG&E’s service territory 
experienced more than one 5 minute (or longer) outage per month on a rolling 
annual average basis, after exclusion of CPUC Major Events. 
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HISTORICAL SYSTEM RELIABILITY DATA (USING D.96-09-045 EXCLUSION CRITERIA) 

Year SAIDI SAIFI MAIFI SAIDI SAIFI MAIFI
No. of 
Events Event Cause(s)

2003 298.45 0.860 0.869 76.14 0.717 0.845 2 Firestorm 2003 (1), Wind Storm Affecting 
>15% of Facilities (1)

2004 93.19 0.672 0.614 78.75 0.615 0.610 5
Fires (3), Interruptions Due to Non-
SDG&E Facilities (1), December Storm 
(1)

2005 61.99 0.637 0.602 58.46 0.567 0.568 10 Fires (4), Interruptions Due to Non-
SDG&E Facilities (4), Storms (2)

2006 52.83 0.545 0.494 52.65 0.541 0.494 9 Fires (6), Interruptions Due to Non-
SDG&E Facilities (3)

2007 182.17 0.590 0.572 52.00 0.481 0.527 8

State of Emergency Declared (2), 
Interruptions Due to Non-SDG&E 
Facilities (2),  Load Curtailment (1), 
Request to De-energize/ Restricted 
Access (3)

2008 59.17 0.517 0.380 58.92 0.515 0.378 9 Fires (2), Request to De-energize/ 
Restricted Access (7)

2009 67.06 0.542 0.380 66.01 0.538 0.380 4
Fires (1), Interruptions Due to Non-
SDG&E Facilities (1), Request to De-
energize/ Restricted Access (2)

2010 89.77 0.863 0.510 67.74 0.543 0.431 12

Storms (2), Interruptions Due to Non-
SDG&E Facilities (6), Load Curtailment 
(1),  Request to De-energize/ Restricted 
Access (3)

2011 567.59 1.472 0.239 54.14 0.473 0.239 5

Requests to De-energize (2), Restricted 
Access (1), Southwest Electrical Outage 
(1), Interruptions Due to Non-SDG&E 
Facilities (1)  

2012 64.63 0.533 0.301 64.38 0.532 0.301 4 Restricted Access (1), Requests to De-
energize  (3)

CPUC Major Events ExcludedAll Forced Interruptions Included
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HISTORICAL SYSTEM RELIABILITY DATA (USING IEEE 1366 EXCLUSION CRITERIA) 

Year SAIDI SAIFI MAIFI SAIDI SAIFI MAIFI

2003 298.45 0.860 0.869 81.49 0.698 0.856

2004 93.19 0.672 0.614 78.83 0.619 0.610

2005 61.99 0.637 0.602 61.99 0.637 0.602

2006 52.83 0.545 0.494 52.83 0.545 0.494

2007 182.17 0.590 0.572 54.89 0.477 0.530

2008 59.17 0.517 0.380 59.17 0.517 0.380

2009 67.06 0.542 0.380 49.71 0.466 0.362

2010 89.77 0.863 0.510 63.36 0.520 0.444

2011 567.59 1.472 0.239 53.43 0.471 0.239

2012 64.63 0.533 0.301 64.63 0.533 0.301

Threshold Major Event Days Excluded *All Forced Interruptions Included

* Per IEEE Standard 1366-2003 "2.5 beta method" for determining excludable days, days are excluded from a 
given year's metric if their SAIDI exceeds 2.5 times the standard deviation of daily SAIDI over the previous five 
year period.                                                                                                                                                                     
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TEN LARGEST OUTAGE EVENTS IN 2012* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 September 9 - 11 September 9th - Storm 1.64 0.019 No 26,024 1,126 Not Available

2 June 23 - 24 Faulted Underground Cable 1.48 0.003 No 4,430 680 Not Available

3 July 12 -13 Faulted Tee and Circuit 
Breaker 1.45 0.014 No 20,177 686 Not Available

4 May 28 Faulted Tee 1.27 0.002 No 3,174 626 Not Available

5 May 6 - 7 Faulted Connector 0.79 0.003 No 4,608 501 Not Available

6 February 27 - 28 February 27 - Storm 0.76 0.004 No 5,760 1,000 Not Available

7 April 28 Faulted Switch 0.67 0.002 No 2,643 467 Not Available

8 March 26 Faulted Glass Insulator 0.64 0.003 No 4,288 209 Not Available

9 August 12 - 13
Damaged Overhead 

Conductor and Underground 
Cable

0.63 0.003 No 4,535 1,024 Not Available

10 March 17 - 21 March 17 - Storm 0.62 0.004 No 6,006 3,000 Not Available
 

 
*Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2011*  
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 September  8 - 9 Pacific Southwest Electrical 
Outage 513.40 0.999 Yes 1,387,249 981 Not Available

2 June 28 - 29 Faulted Circuit Breaker 1.52 0.004 No 5,147 539 Not Available

3 October 16 - 17 Faulted Underground Cable 0.68 0.002 No 2,422 1,054 Not Available

4 March 15 - 16 Faulted Tee 0.64 0.004 No 5,257 704 Not Available

5 August 4 - 5 Faulted Underground Cable 0.57 0.004 No 5,285 706 Not Available

6 August 28 - 29 Storm 0.51 0.003 No 4,314 1,170 Not Available

7 October 22 Faulted Tee 0.48 0.004 No 5,096 609 Not Available

8 December 23 - 24 Vehicle Contact 0.45 0.001 No 1,210 1,543 Not Available

9 June 29 Faulted Underground Cable 0.44 0.002 No 2,140 453 Not Available

10 November 4 Faulted Cutout 0.43 0.006 No 7,841 77 Not Available
 

 
*Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2010* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 January 18 - 22 Heavy Rain Storm 12.61 0.085 Yes 117,558 1,752 Not Available

2 December 20 - 23 Heavy Rain Storm 4.93 0.023 Yes 31,376 1,758 Not Available

3 April 1 ISO Ordered Load 
Curtailment 4.40 0.211 Yes 290,945 43 Not Available

4 September 30 - 
October 5

Heavy Rain and Lightning 
Storm 2.88 0.036 No 50,155 1,343 Not Available

5 January 5 - 6 Faulted Tee 1.57 0.004 No 5,111 760 Not Available

6 September 26 - 28 Heat Storm 1.42 0.010 No 13,531 624 Not Available

7 September 30 - 
October 1 Vehicle Contact 1.34 0.004 No 5,503 1,074 Not Available

8 October 21 Vehicle Contact 1.33 0.002 No 2,753 1,341 Not Available

9 April 4 - 5 Earthquake 1.22 0.003 No 4,512 651 Not Available

10 October 19 - 20 Heavy Rain and Lightning 
Storm 1.12 0.014 No 18,873 718 Not Available

 
 
     *Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2009* 
 
 

Rank Date Description
 SAIDI 
Impact 

 SAIFI 
Impact 

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 December 7 - 10 December Storm**         11.68        0.045 No         61,783               3,624 Not Available

2 December 13 - 14 Overhead Equipment Failure           4.49        0.016 No         21,956               1,099 Not Available

3 August 20 - 21 Vehicle Contact           1.05        0.004 Yes           5,031                  970 Not Available

4 June 3 - 4 Lightning Storm           0.97        0.006 No           7,909               1,204 Not Available

5 February 9 - 10 Heavy Rain and Snow Storm           0.86        0.009 No         12,304               1,686 Not Available

6 December 7 -8
Underground Equipment 
Failure**           0.60        0.003 No           3,889               1,082 Not Available

7 November 18 - 19 Faulted Cable           0.53        0.003 No           4,322                  950 Not Available

8 November 28 - 29 Heavy Rain Storm           0.50        0.006 No           8,779                  756 Not Available

9 November 23 - 24
Underground Equipment 
Failure           0.48        0.003 No           4,045                  544 Not Available

10 November 9 -10 Heavy Equipment Dig-In           0.47        0.005 No           7,458               1,167 Not Available  
 

* Based on SAIDI impact. 
 
** The information for both the Dec. 7-10 and Dec. 7-8 events have been updated since the filing of the 2009 annual report. The above figures 
represent the corrected values. An underground equipment failure was inadvertently associated with the December storm event. This had no 
impact on the filed SAIDI, SAIFI, and MAIFI impacts when excluding CPUC events. 
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TEN LARGEST OUTAGE EVENTS IN 2008* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 December 17 - 22
Heavy Rain and Snow Storm 
throughout Service Territory, 

Part II
3.51 0.010 No 13,113 6,783 Not Available

2 January 5 - 8 Rain & Lightning Storm 
throughout Service Territory 1.33 0.011 No 15,438 1,731 Not Available

3 December 15
Heavy Rain and Snow Storm 
throughout Service Territory, 

Part I
1.02 0.006 No 8,421 421 Not Available

4 May 31 C138 & HC3 Tree Contact 
(also affecting C139 & 4kVs) 0.92 0.003 No 3,735 746 Not Available

5 October 19 C213 - Damaged 
Underground Cable 0.91 0.001 No 2,035 942 Not Available

6 June 22 - 23 C990 - Faulted Terminator 0.67 0.002 No 2,198 870 Not Available

7 April 8 - 9
C486 - Motor Vehicle 

Contact, Terminator and 
Cable Replaced

0.61 0.003 No 4,708 910 Not Available

8 December 25 - 26
C286 & EN2 - Multiple 
Circuits affected during 

Restoration
0.58 0.004 No 5,364 601 Not Available

9 May 23 C159 - Pothead Failure 0.56 0.002 No 3,178 298 Not Available

10 September 24
Bank 20 Bad Relay affecting 
circuits WA3, WA4, WA5 and 

WA6
0.56 0.004 No 6,128 178 Not Available

 
 

*Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2007* 
 
 

Rank Date Description
 SAIDI 
Impact 

 SAIFI 
Impact 

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1
October 21 - 
November 24

Firestorm 2007 - Declaration 
of State of Emergency      128.42        0.055 Yes         74,088             40,453 Not Available

2 September 1 - 4
HEATWAVE 2007 (Labor Day 
Weekend)          1.59        0.010 No         13,662                  833 Not Available

3 October 22

ISO Request - Load 
Curtailment during Firestorm 
2007          1.18        0.051 Yes         68,826                    34 Not Available

4 June 04
Laguna Niguel Outages - 
Faulted CB impacted Bus          1.15        0.016 No         21,425                  254 Not Available

5 August 30
TL 629 & TL 6946 Lightning 
Contact on Swi 629-8          1.09        0.003 No           4,117                  359 Not Available

6 July 28
Circuit 582 Underground 
Cable Failure          1.01        0.002 No           2,761                  606 Not Available

7 October 11
Paradise Substation Bank 42 
Lightning Arrestor Failure          0.80        0.017 No         23,121                    85 Not Available

8 September 15 - 17 Circuit 221 Pine Valley Fire          0.77        0.000 No              585               2,942 Not Available

9 January 12 - 13
Circuits WA3, WA4, and UP1 -
Downed Overhead Conductor          0.66        0.003 No           4,052                  347 Not Available

10 December 25 - 26
Circuit EOS2 - Connector 
Failure          0.57        0.001 No           1,349                  614 Not Available  

 
*Based on SAIDI impact. 
**The information for the largest event was inadvertently under reported in the 2007 annual report and has since been corrected above.  This 
had no impact on the filed SAIDI, SAIFI, and MAIFI impacts when excluding CPUC events. 
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TEN LARGEST OUTAGE EVENTS IN 2006* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 July 22 - 23** Heat Storm 2.89 0.020 No 26,477 1,280 Not Available

2 March 10 - 14 Storm / Winds 1.98 0.003 No 4,501 4,160 Not Available

3 July 21 TL 685 - Misoperation of a 
Relay (7 Substations) 1.84 0.033 No 45,007 55 Not Available

4 July 15 - 17 Lighting/ Heat Storm 1.03 0.009 No 12,048 869 Not Available

5 January 2 - 3 Storm / Winds 0.68 0.011 No 15,329 811 Not Available

6 June 15 Circuits 416 and 76 Private 
Motor Vehicle Contact 0.60 0.002 No 3,124 644 Not Available

7 September 6 - 7 Circuits 509 and 506 Private 
Motor Vehicle Contact 0.53 0.002 No 2,908 946 Not Available

8 May 23 Circuit 592 Damaged 
Connector Failure 0.49 0.002 No 3,246 397 Not Available

9 May 26 Circuit 1077 Private Motor 
Vehicle Contact 0.42 0.002 No 2,158 636 Not Available

10 July 31 - August 1 Circuit WY1 - Vegetation 
Contact 0.42 0.001 No 1,070 1,058 Not Available

 
 
  * Based on SAIDI impact. 

** Includes outages initiated on July 23rd and restored on July 24th.  
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TEN LARGEST OUTAGE EVENTS IN 2005* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 September 19 September Storm 2.78 0.015 No 19,399 1,447 Not Available

2 July 28 Laguna Niguel Transmission 
Event 1.57 0.028 No 37,267 72 Not Available

3 August 25 Poway, Escondido, Cannon 
Sub - Load Curtailment 1.36 0.039 Yes 51,411 51 Not Available

4 February 18 February Storms 1.35 0.024 Yes 31,885 2,495 Not Available

5 July 23 Lightning Storm July 1.20 0.013 No 17,309 1,450 Not Available

6 October 6 Damaged OH Switch 0.89 0.004 No 5,226 468 Not Available

7 April 22 Poway Sub 0.89 0.008 No 10,896 108 Not Available

8 February 22 Vehicle Contact 0.82 0.003 No 4,143 310 Not Available

9 February 2 Feb 2nd storm 0.77 0.005 No 6,361 904 Not Available

10 January 3 January Storms 0.75 0.005 Yes 7,156 2,146 Not Available
 

 
  *Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2004* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 Dec. 28 - 31 December 2004 Storm 14.41 0.056 Yes 74,000 2,074 Not Available

2 Dec. 1 Substation - Equipment 
Failure 2.88 0.017 No 22,716 393 Not Available

3 Jun. 12 Substation - Animal Contact 2.16 0.011 No 14,708 204 Not Available

4 Jan. 23 - 24 Conductor Failure 1.88 0.003 No 3,951 625 Not Available

5 Sep. 30 - 
Oct. 1 Private Vehicle Contact 1.51 0.003 No 4,322 459 Not Available

6 Oct. 17 - 21 Storm / Winds 1.24 0.013 No 16,833 1,026 Not Available

7 Dec. 5 Private Vehicle Contact 1.14 0.005 No 6,292 276 Not Available

8 Dec. 5 Connector Failure 1.10 0.004 No 5,824 502 Not Available

9 Nov. 10 Transmission Equipment 
Failure 0.82 0.004 No 5,095 414 Not Available

10 Dec. 5 - 6 Storm / Winds 0.78 0.001 No 1,265 808 Not Available
 

 
 *Based on SAIDI impact. 
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TEN LARGEST OUTAGE EVENTS IN 2003* 
 
 

Rank Date Description
SAIDI 

Impact
SAIFI 

Impact

CPUC 
Major 

Event?

Total 
Number of 
Customers 

Affected

Longest 
Customer 

Interruption 
(minutes)

Number of 
People Used to 
Restore Service

1 Oct. 26 - Nov. 
25 Firestorm 2003 193.33 0.071 Yes 91,443 43,032 Not Available

2 Jan. 6 - 8 Storm / Winds 28.98 0.072 Yes 92,715 2,548 Not Available

3 Oct. 27 - 28 Substation - Animal Contact 3.10 0.017 No 22,285 227 Not Available

4 Dec. 25 - 26 Storm / Winds 3.00 0.017 No 21,611 1,303 Not Available

5 May 14 - 15 Transmission Line - Heavy 
Equipment Contact (Crane) 1.47 0.002 No 2,900 1,832 Not Available

6 Mar. 28 - 30 Storm / Winds 1.25 0.003 No 3,767 1,440 Not Available

7 Sep. 2 - 3 Storm / Winds 1.06 0.014 No 18,025 678 Not Available

8 Oct. 5 - 6 Underground Cable Failure 0.97 0.004 No 5,255 841 Not Available

9 Jan. 12 Substation - Animal Contact 0.97 0.014 No 17,990 73 Not Available

10 Sep. 19 - 20 Underground Cable Failure 0.88 0.004 No 5,334 1,010 Not Available
 

 
 *Based on SAIDI impact. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2012 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 
 
There were no CPUC Major Events from 2012 to be extracted. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2011 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 2 4 6 8 10 12 14 16

0 0 0 0 0 0 0 0 1,387,249

18 20 22 24 26 28 30 32 34
1,387,249 1,373,940 1,204,968 842,831 201,230 2,310 761 765 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

September  8 - 9 Pacific Southwest Electrical Outage 1,387,249

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2010 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 2 4 6 8 10 12 14 16

0 0 0 0 0 0 4,482 12,271 4,618

18 20 22 24 26 28 30 32 34
4,974 884 568 491 492 489 483 565 110

36 38 40 42 44 46 48 50 52
50,447 26,607 10,492 7,046 5,131 4,272 993 797 517

54 56 58 60 62 64 66 68 70
269 279 115 91 8,380 4,603 2,138 754 753

72 74 76 78 80 82 84 86 88
385 385 18,984 15,114 6,600 30,186 10,106 13,140 3,475

90 92 94 96 98 100 102 104 106
2,352 2,806 4,638 448 102 17,158 18,330 5,084 420

108 110 112 114 116 118 120 122 124
490 465 3,093 271 155 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

117,558Heavy Rain StormJanuary 18 - 22

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2010 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 2 4 6 8 10 12 14 16
April 1 ISO ordered mandatory load 

curtailment
290,945

290,945 0 0 0 0 0 0 0 0

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2010 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 5 10 15 20 25 30 35 40

0 110 5,326 12,271 7,252 4,618 2,769 4,974 2,983

45 50 55 60 65 70 75 80 85
884 884 568 593 491 517 492 492 489

90 95 100 105 110 115 120 125 130
489 483 474 565 583 110 24,456 50,447 38,085

135 140 145 150 155 160 165 170 175
26,607 15,698 10,492 9,863 7,046 6,168 5,131 4,325 4,272

180 185 190 195 200 205 210 215 220
3,146 993 967 797 793 517 780 269 269

225 230 235 240 245 250 255 260 265
279 276 115 116 91 5,061 8,380 7,127 4,603

270 275 280 285 290 295 300 305 310
2,380 2,138 772 754 754 753 731 385 385

315 320 325 330 335 340 345 350 355
385 7,378 18,984 16,315 15,114 7,157 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

31,376Heavy Rain StormDecember 20 - 23

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2009 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18
0 0 0 0 0 0 0 0 0

20 22 24 26 28 30 32 34 36

0 5,031 2,958 1,102 1,102 1,102 1,102 1,102 1,102

38 40 42 44 46 48 50 52 54

1,102 0 0 0 0 0 0 0 0
*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

August 20 - 21 Vehicle Contact 5,031

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2008 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 
 
There were no CPUC Major Events from 2008 to be extracted. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2007 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

0 5 10 15 20 25 30 35 40

0 0 994 5,847 1,439 4,016 26,645 25,770 23,560

45 50 55 60 65 70 75 80 85
21,810 21,651 16,940 21,349 17,522 18,435 17,213 17,263 20,582

90 95 100 105 110 115 120 125 130

18,341 17,699 17,699 17,927 17,503 14,693 14,012 13,117 13,064

135 140 145 150 155 160 165 170 175
11,787 10,935 9,682 8,676 8,640 7,881 6,755 6,503 7,801

180 185 190 195 200 205 210 215 220

6,582 5,670 4,791 4,786 5,154 4,700 4,702 4,104 4,104

225 230 235 240 245 250 255 260 265

4,111 4,105 3,010 2,862 2,862 2,862 3,455 3,568 2,911

270 275 280 285 290 295 300 305 310

2,725 2,986 3,008 2,303 2,303 2,358 2,277 3,211 1,946

315 320 325 330 335 340 345 350 355

1,882 1,882 2,141 2,107 1,825 1,825 1,825 2,296 1,734

360 365 370 375 380 385 390 395 400
1,540 1,540 2,657 1,472 1,506 1,211 2,292 1,255 1,985

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

74,088Firestorm 2007 - Declaration of State 
of Emergency

October 21 - 
November 24

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

 
 **The total customer impact as well as customers out of service for hours 35, 45, and 50 were inadvertently incorrectly reported and have since been corrected.  This had no impact on 
the filed SAIDI, SAIFI, and MAIFI impacts for Non-CPUC events. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2007  

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

405 410 415 420 425 430 435 440 445
1,036 987 987 994 861 721 721 811 692

450 455 460 465 470 475 480 485 490
883 410 410 456 504 225 225 225 216

495 500 505 510 515 520 525 530 535
49 9 6 6 6 6 6 6 6

540 545 550 555 560 565 570 575 580
31 31 6 6 6 6 6 6 6

585 590 595 600 605 610 615 620 625
6 6 6 6 6 6 6 6 6

630 635 640 645 650 655 660 665 670
6 6 6 6 6 6 6 6 6

675 680 685 690 695 700 705 710 715
6 6 6 6 6 6 6 6 6

720 730 740 750 760 770 780 790 800
0 0 0 0 0 0 0 0 0

810 815 820 825 830 835 840 845 850
0 30 30 60 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

October 21 - 
November 24

Firestorm 2007 - Declaration of State 
of Emergency                     
(Continued)

74,088

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

  
 **The total customer impact as well as customers out of service for hours 35, 45, and 50 were inadvertently incorrectly reported and have since been corrected.  This had no impact 
on the filed SAIDI, SAIFI, and MAIFI impacts for Non-CPUC events. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2007  

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 0 0 0 0 0 0 68,826 0

20 22 24 26 28 30 32 34 36
0 0 0 0 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

October 22 ISO Request - Load Curtailment 
during Firestorm 2007

68,826

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2006 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 
  
There were no CPUC Major Events from 2006 to be extracted. 
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2005 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

2 4 6 8 10 12 14 16 18
0 0 0 0 0 25 68 43 123

20 38 40 42 44 110 112 114 116
25 194 183 176 25 1,075 1,762 110 55

118 120 130 132 134 136 166 168 170
0 55 55 55 55 12 55 70 70

172 174 176 178 180 182 184 186 194
0 110 820 0 0 0 0 55 25

196 198 200 202 204 206 208 210 212
1179 577 258 215 98 135 135 135 110

214 216 218 220 222 224 226 228 230
122 110 110 110 110 110 110 110 110

232 234 236 238 240 242 244 246 250
110 110 110 110 110 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.
**The customers interrupted were inadvertently reported in the incorrect time slot in 2005.  This table has been corrected in 2007; the adjustment had no affect on the 
reported SAIDI and SAIFI impacts for these events. 

January 3 - 
January 13 

January Storms - Declaration of State 
of Emergency

7,156

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2005 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

2 4 6 8 10 22 32 34 36
0 0 155 52 226 25 36 1,506 608

38 40 42 44 46 48 50 52 54
204 188 1,008 31 31 31 19 19 129

56 58 60 62 64 66 68 70 72
129 129 19 226 19 19 19 19 19

74 76 78 80 82 84 86 88 90
19 19 19 19 19 110 199 72 41

92 94 96 104 108 110 112 114 124
8 63 1 25 8 8 62 62 5067

126 128 130 132 134 160 162 164 166
191 690 577 19 1 84 358 860 540

168 170 172 174 176 178 180 182 184
460 234 87 31 31 7 7 7 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.
**The customers interrupted were inadvertently reported in the incorrect time slot in 2005.  This table has been corrected in 2007; the adjustment had no affect on the 
reported SAIDI and SAIFI impacts for these events.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

February 18 - 
February 25

February Storms - Declaration of State 
of Emergency

31,885

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2005 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS** 

2 4 6 8 10 12 14 16 18
August 25 ISO ordered mandatory load 

curtailment
51,411 0 0 0 0 0 0 0 51,411 0

**The customers interrupted were inadvertently reported in the incorrect time slot in 2005.  This table has been corrected in 2007; the adjustment had no affect on the 
reported SAIDI and SAIFI impacts for these events. 

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2004 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 0 0 31 3,725 5 30 1,381 48,480

20 22 24 26 28 30 32 34 36
36,187 26,037 18,190 11,941 7,393 5,017 3,093 1,372 709

38 40 42 44 46 48 50 52 54
411 159 91 36 36 50 34 7 6

56 58 60 62 64 66 68 70 72
6 110 0 0 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

December 28 - 31 December Storm - Declaration of 
State of Emergency

74,000

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2003 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

2 4 6 8 10 12 14 16 18

0 165 2,374 3,500 5,231 4,985 2,916 4,272 33

20 22 24 26 28 30 32 34 36
2,908 2,875 299 8,799 42,386 62,337 44,408 34,801 29,472

38 40 42 44 46 48 50 52 54
23,942 18,661 7,533 4,709 3,687 3,391 2,489 1,563 1,077

56 58 60 62 64 66 68 70 72
1,021 648 581 92 94 69 69 37 37

74 76 78 80 82 84 86 88 90
25 25 0 0 0 0 0 0 0

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

January 6 - 8 January Storm - >15% of System 
Facilities Affected

92,715

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2003 
EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

0 5 10 15 20 25 30 35 40

0 697 12,087 25,599 33,856 33,575 35,317 43,272 44,623

45 50 55 60 65 70 75 80 85
43,523 38,774 28,412 26,932 24,552 24,157 21,108 20,628 17,709

90 95 100 105 110 115 120 125 130
16,330 17,074 17,074 16,013 14,356 12,195 11,878 11,878 11,878

135 140 145 150 155 160 165 170 175
11,214 6,643 1,050 833 813 379 635 820 820

180 185 190 195 200 205 210 215 220
820 820 777 777 777 635 2,357 2,563 2,563

225 230 235 240 245 250 255 260 265
2,563 2,835 2,149 2,149 2,149 1,166 1,089 890 873

270 275 280 285 290 295 300 305 310
849 827 867 948 948 948 795 738 566

315 320 325 330 335 340 345 350 355
535 535 432 432 432 432 432 324 312

360 365 370 375 380 385 390 395 400
312 312 312 82 68 68 68 51 52

*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight.

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

Customers Interrupted - Hours Into the Event Day*

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

91,443Firestorm 2003 - Declaration of State 
of Emergency

October 26 - 
November 25
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EXCLUDABLE CPUC MAJOR EVENT DETAILS FOR 2003 

EXTRACTED FROM THE TEN LARGEST OUTAGE EVENTS 

405 410 415 420 425 430 435 440 445
49 49 49 49 49 49 49 49 49

450 455 460 465 470 475 480 485 490
49 49 49 49 48 48 48 48 48

495 500 505 510 515 520 525 530 535
48 48 48 48 48 48 48 48 48

540 545 550 555 560 565 570 575 580
47 47 47 47 47 47 47 47 47

585 590 595 600 605 610 615 620 625
48 40 40 40 40 40 40 40 40

630 635 640 645 650 655 660 665 670
40 40 40 40 40 40 40 9 9

675 680 685 690 695 700 705 710 715
9 9 9 9 9 9 9 9 9

720 725 730 735 740 745 750 755 760
9 9 9 9 0 0 0 0 0

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Customers Interrupted - Hours Into the Event Day (continued)

Firestorm 2003 - Declaration of State 
of Emergency                     

(continued)

91,443
Date of Outage Description of Outage

Total Number 
of Customers 
Out of Service

October 26 - 
November 25

 
*Customers reflected in the time increments include all customers experiencing outages at that point in time.  The event day begins at midnight. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2012 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May Eastern 444/445 4/358

June Eastern 444/445 4/363

July Eastern 444/445 4/362

August Eastern 444/445/1215 62/898/86

September Eastern 444/445/1215 62/985/86

October Eastern 444/445/1215 24/985/86

November Eastern 444/445/1215 163/980/86

December Eastern 79/444/445/1215 120/163/980/86
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2011 

 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January Eastern 444 15

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2010 
 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October Northeast 221 290

November Northeast/Eastern 221/444 289/15

December Eastern 444 15
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2009 
 

 
Month District Circuit

Number of Customers Experiencing 
>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2008 
 

                           

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2007 
 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2006 
  

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
 

Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2005 
  

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None
 

 
 

Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2004 
 

 

Month District Circuit
Number of Customers Experiencing 

>12 Sustained Outages

January N/A N/A None

February N/A N/A None

March N/A N/A None

April N/A N/A None

May N/A N/A None

June N/A N/A None

July N/A N/A None

August N/A N/A None

September N/A N/A None

October N/A N/A None

November N/A N/A None

December N/A N/A None  
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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CUSTOMERS EXPERIENCING MORE THAN 12 SUSTAINED OUTAGES IN A ROLLING 12-MONTH 
PERIOD (EXCLUDING CPUC MAJOR EVENTS) FOR 2003 
 

 

Month District Circuit Number of Customers Experiencing 
>12 Sustained Outages

January Northeast 212 62

February Northeast 212 60

March Northeast 212 60

April Northeast 212 60

May Northeast 212 60

June Northeast 212 60

July Northeast 212 60

August Northeast 212 62

September Northeast 212 62

October Northeast 212 60

November Northeast 212 60

December N/A N/A None  
 

 
Data is based upon station outages as reported through SDG&E’s Outage 
Management System. 
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