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MS. ANDERSON:  You can sit, sorry, I should have said that.  Is the mic on?  Yes, you can hear me, good.

Good morning, everyone.  So we are here today for an evidence overview presentation by Toronto Hydro.  This is for proceeding EB-2018-0165, an application by Toronto Hydro seeking approval for rates to be effective January 1st, 2020 to December 31st, 2024.  I am Lynne Anderson.  I am the presiding member for this proceeding, and with me today are Board members Michael Janigan and Susan Frank.

In Procedural Order No. 5 the OEB determined that questions on the evidence overview presentation will be limited to the OEB Hearing Panel, and Toronto Hydro filed updated evidence on April 30th, 2019, and the OEB has scheduled interrogatories on that updated evidence and an oral hearing beginning on June the 27th.

We are transcribed today, and the transcript will be available on the OEB's website, and we are on the air -- double-checking, yes -- for anyone that's listening remotely.

The presentation that Toronto Hydro is giving, my understanding, has been posted on our website in the proceeding folder.  So it is available for anyone that's listening remotely.

Mr. Millar, are there any preliminary matters that we need to address before we proceed?

MR. MILLAR:  Not that I am aware of, Madam Chair.

MS. ANDERSON:  Okay.  Mr. Keizer, can you please introduce your team from Toronto Hydro who will be presenting today.

MR. KEIZER:  Well, with that, Madam Chair, maybe what I will do is I'll, in terms of the presentation, turn it over to Ms. Klein, who will do the introductions of the panellists and take you through the presentation.

MS. ANDERSON:  Okay.  I was going to have the Staff and intervenors also identify themselves before we begin the presentation if that's okay.

MR. KEIZER:  Would you like appearances?

MS. ANDERSON:  Well, we don't have appearances per se, because the questions are only from the panel, but I was going to have registered intervenors identify themselves and have the Staff team identified, but -- so it's helpful just to have the presenters identified too.
Appearances:


MR. KEIZER:  Okay.  I will leave that to Ms. Klein.  In terms of at the desk here, counsel desk, Charles Keizer on behalf of Toronto Hydro, and with me is Daliana Coban, who is manager of regulatory law.

MS. ANDERSON:  Thank you.  And intervenors?

MR. RUBENSTEIN:  Good morning, panel.  Mark Rubenstein, counsel for the School Energy Coalition.

MR. GARNER:  Mark Garner, Vulnerable Energy Consumers Coalition.

MS. GRICE:  Shelley Grice, consultant for the Association of Major Power Consumers in Ontario.

MS. GIRVAN:  Julie Girvan, consultant to the Consumers' Council of Canada.

MS. ANDERSON:  Any other intervenors wish to identify?

MS. DeMARCO:  Lisa DeMarco and Jonathan McGillivray, here on behalf of the Distributed Energy Resource Coalition.

MR. LADANYI:  Tom Ladanyi, consultant to Energy Probe.

MR. MILLAR:  Good morning, Madam Chair, members of the Panel.  Michael Millar, counsel for Board Staff, and with me today is the case manager, Lawrie Gluck.

MS. ANDERSON:  Thank you, and Mr. Keizer, just for the -- as I said, only the panellists asking questions.  One question in particular, and I will give you heads-up on it in advance of the presentation, one thing we want to know in particular is whether there's any new proposals that are being brought forward in the update that we should be aware of.  I think there's updates -- are some corrections and the inclusion of 2008 data, but if there is anything that's a new proposal it would be helpful to have that identified.

So I say it upfront to give you some time to think about whether that's answered in your presentation or not.

MR. KEIZER:  Maybe what we can do is allow the presentation to unfold as we have planned and then at the end be able to advise whether there is any updates.  I don't believe there is any that ultimately effect what is in the presentation, so we can advise and clarify to ensure whether it is or isn't anything in the update.  I don't believe there is, but we will confirm.

MS. ANDERSON:  Right, and I guess from a time perspective it will be helpful to know -- typically we like to give the court reporter a break after about an hour and a half, so I guess the question -- we will watch the time to see if there's a need for a break or whether or not you're wrapping up.  So if you can help us as you're presenting we can look and do a time check.

MR. KEIZER:  One item I guess that does ensue from the update, Madam Chair, is that there is probably a rate change in terms of the implications of some of the things in the update, but I believe that may be touched upon in the presentation anyway.

MS. ANDERSON:  Okay, thank you.  Any other preliminary matters before I turn it over to Ms. Klein?  I guess we will proceed with the presentation.  Thank you.
TORONTO HYDRO-ELECTRIC SYSTEM LIMITED - PANEL 1

Amanda Klein

Elias Lyberogiannis

Sheikh Nahyaan

Evelyn Page

Presentation by Ms. Klein:


MS. KLEIN:  Thank you.  Good morning, Madam Chair, good morning, Panel members.  My name is Amanda Klein, and I am the executive vice-president of public legal and regulatory affairs at Toronto Hydro, and as you know, we are an organization that's in the midst of both renewing our grid and renewing our workforce.

During the course of the hearing you will see a number of faces who are part of that renewal effort, leaders that are responsible for both preparing and delivering our plan.  Three of those people are here with me today, and we will all be on a panel at the hearing as well.

To my immediate right is Mr. Elias Lyberogiannis, who is our general manager of engineering, and to my immediate left is Sheikh Nahyaan, who is our general manager of grid operations, and to Mr. Nahyaan's left is Evelyn Page, who is our general manager of customer care.

Our purpose today is of course to be helpful to the Panel, to be helpful to the participants in the hearing, as well as to anyone else who might be listening in, such as customers who are interested in better understanding what we and our plans are about.

And we'd like to give you a snapshot today, to spend time giving you a snapshot of really what's at the core of this application, the challenges that Toronto Hydro has and continues to face, how we have been doing meeting those challenges over the last several years, and what our plans are to meet those challenges in the future.

In doing so, you may be pleased to know that we do not intend to try to summarize all nearly 10,000 pages that are on this record in this proceeding.  We will instead proceed today by way of highlights and examples.

This approach will of course be rooted in our evidence, and administratively you may have seen that we have filed an evidence reference booklet along with the slide deck that accompanies our presentation today, and that will be able to provide you a sense of where in the application the information that we are speaking about can be found.

So in terms of how we proceed today, I am going to begin by talking a bit about how we develop this plan and what the bottom-line rate impacts of it are.  I will then pass it over to my colleagues to speak about three key areas of our operations.

First, Mr. Lyberogiannis will speak about our distribution capital and maintenance.  Second, Mr. Nahyaan will speak to you about our general plant capital and field operations.  And third, Ms. Page will speak to you about our customer-service operations.  I will then round things out with a few summary comments at the end.

In terms of timing -- I think there was a question about timing and breaks -- our goal is to have this completed within an hour, hopefully a little less.  So subject to any preliminary questions or comments from the Panel, Madam Chair, I propose we begin.

MS. ANDERSON:  Okay.

MS. KLEIN:  Thank you.

Where I will start us off today is talking about how this plan is -- that the plan that underpins this rate application is fundamentally responsive.  It responds to what our customers need and want, it responds to the Board's last decision for Toronto Hydro, and it responds to the requirements of the grid and the city that we serve.

Over a period of about a year and a half we worked to produce a plan that is intended to strike a balance between each of these factors.  We engaged with customers at the beginning of our planning process, we incorporated customer feedback throughout the planning process, and then we went back to customers again at the end of our planning process to get their feedback on our specific investments, the priorities and trade-offs that we had incorporated into our plan.

One way in which the plan was fundamentally influenced by customer feedback was our overall expenditures.  We heard from residential customers that they prioritized keeping prices as low as possible and largely maintaining reliability, safety, and service with modest improvements.  Our customers told us that they were willing to support our plan with an up to 3.5 percent annual average rate increase.  Our final plan came in at about 3 percent for base rates, which, with rate riders such as credits to customers for downsizing our facility's footprint, is an actual rate impact of less than inflation.  It's about 1.1 percent.

And while we were able to bring in a plan within customer price tolerances and gain two-thirds of customer support, this involved some tricky balancing of other pressures and challenges.


The trade-off is that we are keeping our spending relatively stable and deferring certain investments.  We are doing things like slowing the pace of replacing certain legacy equipment, which means that we are taking on elevated a safety and reliability risks.


So we are now into the last year of our current rate period, and we are closing this off with strong performance and looking to maintain and improve on this performance in the next rate period. For example, we expect to be within 1 percent of OEB-approved in-service addition forecasts over the five years.  That's the top, left-hand quadrant of the slide that's up on the screen. And moving to the top right hand quadrant of the slide is our performance.


We have worked over the past five years to improve our performance in a number of key areas, ranging from how frequently and how long our customers experience outages to how quickly and how effectively we are at answering customer calls and resolving customer issues when they do call.


On the OEB scorecard and service quality metrics, we are now above target on 16 out of 17 of those metrics. And while our performance has been strong, our focus now is to avoid the erosion of safety, reliability and customer service by continuing to make urgently needed significant multi-year investments.


At the same time, we are working on addressing significant evolving challenges, things like increasing frequency and severity of extreme weather, and our overwhelming concern right now is not backsliding.  We have gained critical ground as a result of concerted effort in the last decade, and this plan is about sustaining the gains that we have made in those key areas such as reliability, safety, customer service and productivity, areas which my colleague wills speak more about momentarily.


And we are proposing to track our progress and hold ourselves to account through 44 metrics as part of our outcomes framework, an outcomes framework that is designed to link measurable progress to outcomes that customers have said that they value.


So I am now going to pass it over to my colleagues to provide you a sense of three of our key areas of this application in evidence, beginning with Mr. Lyberogiannis, who will speak about distribution capital maintenance.

Presentation by Mr. Lyberogiannis:

MR. LYBEROGIANNIS:  Thank you, Ms. Klein.  Good morning, members of the panel.


I lead the team of engineers and investment planners that developed the 2020 to 2024 distribution system plan that is before the Board.  My role is about asset management and stewardship, safeguarding the system today and into the future, and also ensuring that the system continues to meet the needs of customers.


This is accomplished through our capital and maintenance plans.  Today I, together with my peer, Mr. Nahyaan, will share a summary of the proposed distribution system plan.  In the process, I will share with you a little bit about some of the specific system needs that we are managing.  I will speak a little bit about the engineering analysis, including our new asset condition assessment methodology that underpins the plan.  And I will also share how we have paced investments to mitigate rate pressures.


As Ms. Klein mentioned, the distribution system plan took a year and a half to develop, and was developed with the benefit of considerably more customer engagement.  It also benefited from insights from our new asset condition assessment methodology, and I will share details about that shortly.


The bottom line is that Toronto Hydro's capital plan averages approximately $560 million annually over the 2020 to 2024 period.  The two charts on the slide right now on the left compare the proposed expenditures during the period to those of historic rate periods over the last decade.  These charts show that for total capital, you will see that the 2020 to 2024 plan is comparable to historical expenditures.  There is, however, a slight increase, and I will speak to why that is needed in the coming slides.


For total OM&A, you will see that the trend is flat.  The distribution system plan, which is found in Exhibit 2B of the evidence, is broken out by the four OEB categories.  Today we will speak about those categories.  I will speak about system renewal, which at 57 percent of the plan is Toronto Hydro's biggest category.  It deals with aging and obsolete assets.  I will then group system access and system service and speak to them together.  I will do so, because many of the drivers for those two categories are similar, namely growth in our city, densification, and customer expectations that come with that.


From there, we will pass it to Mr. Nahyaan, and he will speak to you a little bit about general plant.


The first category, which is the biggest category, is system renewal.  If we do not plan for an appropriate level of investment in renewal activities, we will allow unacceptable safety, reliability, and environmental risks to remain on the system. Those risks impact our customers, our employees, and our city.  This is the area that keeps me up at night, and the area that I in my role spend the most time focussing in on.


Before I speak about the program details, what I wanted to do at this point is take a step back and speak to you a little bit about the operating context that Toronto Hydro has.


For a number of years, Toronto Hydro has faced a backlog of deteriorating and obsolete assets.  Many of these assets were installed in Toronto's post-war boom in the 1950s, the 1960s and 1970s.  And as you will see from the chart on the top left, approximately one quarter of Toronto Hydro's distribution assets are past their useful life.


A number of years ago, we were facing an a situation where our asset demographics were worsening.  In recent years, with consistent investment and support from the Board for our paced investment plans, we have managed to stabilize demographics and in fact improve them slightly in recent years.  Renewal, however, is a slow process and every year our assets age, and more assets move into that red quadrant on that pie chart of assets past their useful life.


Renewal of assets is, for Toronto Hydro, a large problem.  It requires billions of dollars, sustained effort, and many years.  Improving demographics is important because for Toronto Hydro deteriorated equipment is the single largest cause for unreliability; that is shown on the chart to the right.


Our plan is to continue to focus in on deteriorating equipment and defective equipment outages.  As shown on the chart to the bottom right, you will see that in recent years, and as Toronto Hydro has invested consistently in its system improved demographics, what we have actually been able to achieve is an improvement in reliability.  That chart is of SAIFI, and demonstrates the average customer experience when it comes to the number of outages that customers experience in a given year.  You will notice considerable improvement over the last decade and a half.


The plan that we have before the Board is aimed at maintaining the gains that we have achieved.  What we want to do is we do not want to fall back, and our plan is designed to do that.  However, there are significant pressures that continue to exist.  Our equipment inspections continue to find high levels of deficiencies.  We have neighbourhoods and pockets on our system that continue to experience poor reliability, and the need for reactive and unplanned replacements continues to be high.


As a result, our engineers and planners recommended a higher level of renewal investments.  However, based on customer engagement and what we heard from our customers, we had to make some difficult decisions.


What I'd like to speak to you now is about some of those difficult decisions and the details of our underlying system renewal category.


In total, the category is made up of seven programs; one of the programs is station renewal.  It addresses assets at our transformer stations.  In fact, the picture of our top left is of our Windsor transformer station in downtown Toronto, and at our municipal stations, which is shown in the picture on the bottom left there.


Inside these stations, equipment has in many cases been operating for decades.  Station assets are some of the oldest assets on Toronto Hydro's system, and they contribute to the roughly one-quarter of assets that are past useful life that I spoke to you about a few minutes ago.


Age, of course, is a high level indicator and in and of itself, it's not what drives our investment.  What is most instructive for us is asset condition.  Insights from our new asset condition methodology, as shown on this slide, are something that we relied on heavily when developing this plan.


The methodology itself categorizes assets in five health index bands, also called HI bands.  The bands of most concern are HI4 and HI5, as they represent assets with at a least material deterioration.  The methodology that we have adopted is an industry leading one.  We are always looking for ways to improve our engineering analytics, and we devoted considerable effort over the last couple of years to move from a former ACA methodology to this new one.


This new one is used by Ofgem in the United Kingdom. For station assets, our circuit breakers and power transformers, the analysis shows that the number of assets in HI4 and HI5 are expected to significantly increase if we do not invest from 200 assets to 900.  Given that stations are the backbone of a reliable system and given that station assets and renewal in the station environment can be challenging, challenging because often station assets are customized to a very particular location, they require significant design work before they can be replaced, and they often require coordination with other entities such as Hydro One.  There is a strong need for us to increase expenditures in station renewal in the coming rate period.

Moving now from stations to the needs for our distribution lines, the next program I will speak to you about is area conversions.  Area conversions funds the renewal of legacy installations.  It is a continuation of efforts from recent rate periods.

One type of legacy installation is box construction.  The picture on the bottom left is of Gerrard Street near Hastings Avenue in Toronto.  That picture is from 1919.  You will see on the right of that picture the very distinct box construction pole and the density of conductors that are within that box.  The picture to the right is of Gerrard Street, again near Hastings Avenue, almost 100 years later.  You will notice from that picture again the distinct box construction pole.  This type of legacy design is one that's found in the former City of Toronto.  And in addition to being old and deteriorating it poses some significant safety risks to our crews.  When this type of design was initially installed in the Toronto Hydro system, safety standards were different.  With today's safety rules and the tightness of the conductors that I spoke about just moments ago, it is a challenge to work on this type of construction safely.  Safety concerns could also arise when these types of poles are built adjacent to other buildings and in proximity to the public.

In 2017 in the early stages of developing our plan we had approximately 4,000 box construction poles on the system.  With the pace of investment that we are proposing, we are looking to eliminate this type of installation from Toronto Hydro's system in 2026.

The area conversion program also funds the elimination of another type of legacy construction.  This is namely rear-lot construction.  This is where power lines were built in people's backyards.  The picture at the top of the screen is of a subdivision that is supplied from lines in the rear.  We are moving these lines to the front yard and putting them underground, as shown in the two pictures below.

This type of legacy construction presents reliability risks, and considerable reliability risks.  Let me give you an example.  That example comes from an area in Etobicoke called Jamestown, and the reason it sticks in my mind is because in December 2017 over the holiday season Jamestown suffered four interruptions.  What is common of legacy installations is that when they start to fail they often fail in clusters.  The fourth of the interruptions in Jamestown occurred on New Year's Eve.  That evening we had to supply 16 customers using an emergency diesel generator because we could no longer make temporary repairs.  That diesel generator stayed on a customer's driveway for two weeks.

Toronto Hydro's plan is aimed at focusing in on the highest priority areas for conversion.  This aligns with what we heard from customers, who see improving reliability in some of the poor performing areas as a priority.

Converting areas, however, have benefits beyond just reliability.  When we make these conversions we make the system more resilient to extreme weather and we are also able to reduce maintenance costs.

In the case of area conversions we are able to decommission municipal stations.  Now, on an a project-by-project basis some of these maintenance savings are not material.  However, over a number of years sustained investment what we are able to do is decommission numbers of municipal stations that become material.  This is how we have been able to maintain O&M expenditures flat, as I spoke about earlier, or even slightly decreasing in some areas.

In 2017 we had approximately 7,000 customers served by rear-lot installations.  And at the proposed pace we will continue to have rear-lot installations into the early 2030s.

I will now move to speaking about the underground system.  When it comes to underground renewal we have two programs.  One program is in the horseshoe area of Toronto, namely the former suburbs, Scarborough, North York, Etobicoke, and the other is in the downtown.  The horseshoe program is a continuation of our current program, which is focused on replacing direct buried cable.  Cable in the horseshoe is the single largest contributor to defective equipment outages on Toronto Hydro's system.  We are proposing to fund the horseshoe program at the same level on an inflation-adjusted basis in 2020 to 2024 as we are currently.

What I would like to highlight with this slide is the downtown program.  The picture at the top of the slide is of the intersection of Bay and College.  You may be able to see in the middle of that picture circular cable chamber lids.  This is typical of a downtown street.  And below the surface, below those lids, you will see a cable chamber with cable, as depicted on the picture on the bottom left.

In the downtown we are focused on replacing two types of cable, PILC cable, which is paper-insulated lead-covered cable, and AILC cable, which is asbestos-insulated lead-covered cable.

Now, those types of cables pose environmental risks, one, because they leak oil, as shown in the pictures to the right, but also because they include asbestos and lead.  A number of utilities across North America are actively replacing these types of cables, and what complicates matters further is that there is a shortage of this type of cable on the market.  There is only one supplier in North America who supplies this type of cable.

Now, the reason I would like to highlight this program for you this morning is because at this point in time Toronto Hydro is moving from a reactive spot replacement program when it comes to its cables in the downtown to a systematic program aimed at replacing PILC and AILC cables in a planned manner.

The problem with spot replacements is that it commingles different types of cables and introduces weak points in the system.  These weak points cause reliability issues.

Having heard from some of our large customers, many of whom are located in the downtown core, reliability is a top priority for them, and at this point in time it is necessary that we move to an a systematic approach.  Not funding cable renewal in the downtown will increase reliability and environmental risks and will perpetuate the reactive approach that we have been using that is simply not sustainable.

The pace of investment that we are proposing in 2020 to 2024 will lead to a lengthy renewal period.  In fact, we will have PILC cable on our system until the 2040s.

Now, the final program in system renewal that I would like to highlight is overhead system renewal.  This is also a continuation of work from recent rate periods.  However, in 2020 to 2024 the needs are now greater for two reasons.

One reason comes from insights derived from the new asset condition assessment methodology that I spoke about earlier.  Similar to the findings for the stations area, ACA results for wood poles are showing that without investment we will see an increase in the number of HI4 and HI5 poles -- a significant increase, in fact.  We are projecting that approximately 12,000 poles in HI4/HI5 will grow to over 34,000.

As mentioned earlier, this is the first plan that we developed using our new ACA methodology, and these types of insights are invaluable.

The second reason for why needs are greater in the overhead system program in 2020 to 2024 is the presence of PCBs.  Federal PCB regulations require that overhead transformers containing PCBs be taken out of service by 2025.  In addition, provincial legislation and municipal by-laws prohibit spills of oil and of PCBs.

As shown in the pictures to the right, spills can occur either from equipment deterioration -- the picture on the top right shows oil dripping on to a sidewalk from an overhead transformer -- or when external forces such as a motor-vehicle accident, that is shown -- an example which is shown in the picture to the right -- occur on our system.

The 2020 to 2024 period is critical for us to address PCB risks, given the timelines that are in the federal PCB regulations.

Now, beyond addressing conditions and PCBs, investments in the overhead system renewal program also provide us with other benefits.  They allow us to make the system more resilient to extreme weather and, in the case of overhead lines, they allow us to retire porcelain insulators, and by doing so we are able to reduce maintenance expenditures, as we no longer have to conduct insulator washing.  As you would know, insulator washing prevents pole fires from occurring and as we remove porcelain insulators, we mitigate that risk.

At this point, what I would like to do is move from the old and system renewal, and speak to you a little bit about system access and system service, namely the new.

The system access and system service categories are driven by new growth in the city, densification, and customer expectations that come with it. In system access and system service, there are ten programs in total.  The largest is customer connections.  Toronto Hydro is of course obligated to connect customers, and as the map on the top of the screen shows, Toronto has been the epicentre of significant growth and development.  That map comes from the City of Toronto's planning division. In fact, Toronto has for a number of years had the most development amongst all cities in North America.

This type of development drives customer connections and over the last nine years, as shown by the chart to the left, Toronto Hydro has added more than 70,000 customers.  Now, this type of growth also creates other needs, needs in programs like load demand, which manages the capacity of our feeders.  And of course, the station expansion program, which ensures that our stations and station buses are not overloaded.

Now, the map in the bottom of the slide shows how a number of Toronto Hydro's transformer stations in the downtown core, the same area that has seen such significant development in recent years, are in need of load relief.  We are addressing that through our know Copeland TS.  That transformer station was put in service recently, and what we are looking to do is to expand Copeland further in the 2020 to 2024 period.  This is a direct response to the all of the growth that we're seeing and growth that we are forecasting in the downtown core.

Now, it is important to note that for the 2020 to 2024 period, we are actually asking for reduction in the station expansion program.  The reason we are doing that is because we are looking to leverage the investments that we have made during this rate period in Copeland TS to address some of the needs that we are forecasting to occur in the upcoming rate period.

Growth in Toronto has not only been limited to load customers.  If you look at generation and distributed energy resources, the City of Toronto has also seen considerable growth.  The map that is on the slide shows just how much growth has occurred over the last ten years or so.  We forecast that that growth will continue to occur and with it, the need to continue to invest in protection, monitoring and control technology that enables these generators.

The generation protection monitoring and control program is one program that we plan on continuing to invest in in the upcoming rate period.  Similar, however, are other programs that introduce additional monitoring, control and technology onto our system, both in the horseshoe and in the downtown core. One example is our network monitoring control program that is focussed in on our network system.

That takes me to the end of my summary of the system renewal, system access, and system service categories of our distribution system.

If I can summarize my thoughts in a few sentences, they are:  We have developed a balanced plan, a plan that considers all of the individual needs that our system is has and paces investment in a manner that minimizes rate increases.  We have done that using improved engineering analysis, including our new asset condition assessment methodology and its results, which show significant system needs.

And finally, we have worked hard to improve reliability and outcomes for customers over the last decade.  Our plan is designed to sustain those improvements, while focussing on the highest risks and  poorest performing areas.  Our biggest concern is falling back; we simply do not want to do that.

So with that, I would like to pass it to my peer, Mr. Nahyaan, and he will continue on and speak to you about the general plant category.  Thank you.
Presentation by Mr. Nahyaan:


MR. NAHYAAN:  Thank you.  Good morning, panel.  You just heard from Mr. Lyberogiannis about the needs of the distribution system.  I am here to talk to you about the systems and tools that we need to complete all of this work.  I also want to present to you some insight into our field operations, including the challenges we face day-to-day and our focus on productivity and efficiency.

These investments are within the general plant section of the overall plan, and is about 17 percent.  Over the 2020 to 2024 period, general plant investments remain fairly stable at around 85 million per year, which is a slight increase from the 2015 to '19 plan.

General plant has four programs: information technology, facilities, fleet, and control operations.  The investments in these programs are based on sound asset management principles, similar to our distribution assets.  Life cycle analyses, visual observations, and asset condition assessments allow us to maximize the value of our assets while maintaining safety and reliability.

The investments also serve operational needs for new tools and systems.  This will help us face emerging challenges and risks, such as cyber security, as well as the integration of distributed energy resources into the system.

The first program within general plant is information technology, IT.  The role of IT systems in today's field and back office operational processes is undeniable.  These systems provide us with the electronic processing power to complete planning, design, and execution of the program in an efficient and effective way.  The need to continue to invest in this area is pivotal to our continued success.  IT makes up about two-thirds of the general plant section and is broken down into three investment areas: run, grow, and transform.

The primary objective of this program is to maintain current business capabilities by upgrading high priority systems that have reached their end of life.  This is the run portion of the program and in making these critical investments, we are also planning for the future and adapting to technological change; that's the grow part.

Additionally, in transform, we pursue investments that drive productivity and efficiency across the organization.  In the 2020 to '24 application, we are targeting all of our high priority systems for renewal.  The enterprise resource planning and the customer information system upgrades are noteworthy in the program.

To illustrate these concepts, I'd like to briefly talk to you about the proposed investment in the enterprise resource planning or ERP system.  This investment is needed to ensure that our version of the software continues to be supported by the vendor.  That's the run portion.

We are also planning to make enhancements to address business risks and enable better integration and information exchange.  That's how we grow, and in doing all of the work, it can help us become more efficient in streamlining manual processes, the transformation piece.

Fleet and facilities programs are the next within general plant. The primary objective of these programs is to maintain safety and reliability of the assets that we rely on every day to do our work.

Within facilities, we have 207 stations and four work centres.  Since the last application, we have improved our asset management practices in this area.  We now assess, tag, and meticulously log the condition of each discrete asset in our facilities.  This improved practice is expected to decrease asset lifecycle costs over time by helping us target the highest priority replacements and maintenance activities.

Moving on to fleet, safe and reliable vehicles support our operations and help us execute our capital and maintenance programs.  On the basis of the lifecycle analysis and asset condition assessments, we see a need to invest in heavy duty vehicles, which can cost more than five times of light duty vehicles.  So although the total number of vehicles that we propose to replace in this application is the same as a last time, our funding requirements are higher.

In the past five years, we have been able to manage our costs in these two areas and make our operations more efficient.  We have reduced the size of our fleet by 72 vehicles since 2014.  We have also reduced our square footage usage per employee from 430 to 240, by consolidating our work centres.  These efforts will provide rate payers sustained savings into the future.

Control centre is the next program to discuss.  The control centre is the hub for real-time day-to-day operations in the grid, and for the delivery of our capital and maintenance work programs.  It is directly responsible for ensuring the safety of our employees and the public, and efficient operation of the distribution system.

Responding to aging and deteriorating equipment serving communities, schools, hospitals, the financial district, responding to high-volume events in extreme weather is what we do from here.  In total we intake approximately 65,000 event-related calls here every year and dispatch about 27,000 of those.  Needless to say we have to be ready and prepared to respond all the time, day or night, weekend or weekday.

On top of that, customer and public expectations are evolving and media interest is high when there are service disruptions.  Phone calls, outage map hits, media interviews, Twitter, Facebook are all channels that our customers are using to communicate with us, and we have to be prepared to respond with accurate information.  This is why we support a 24/7 operating model.  It is essential to the realities of serving a dense urban environment like City of Toronto.  Taking a step back in this model is not in the best interests of our customers.

Within this program, we are proposing to build a dual control centre at one of our existing facilities.  We need to make this investment in case of our primary control centre is compromised and we to evacuate for a lengthy period of time.  In this scenario our capability to resume full operations through the backup control centre is limited.  Investing in this program will provide us with the resilience needed to continue to operate the grid seamlessly, ensure safety of our public as well as our employees, and continue to complete our capital and maintenance programs.  It will also give us access to new tools and systems that we need to adapt to technological change, such as managing the expected increase in distributed energy resources.

We have made tremendous improvements in the control centre since the last application.  From 2015 to 2019, holdoffs, which is the time that's taken by the control room to give crews clearance to proceed with the work around energized equipment, has gone down from an average of 29 minutes to just three-and-a-half minutes.

For planned work switching orders are now being prepared two days in advance 70 percent of the time rather than one day in advance 50 percent of the time.

These improvements have allowed us to increase wrench time for our crews and in turn to be more cost-efficient in terms of day-to-day operations as well as executing our plans.

Our dense urban environment has many operating challenges that we operate within.  Delivering a complex program in the context of these challenges can be tricky.  In doing our work we have to navigate many considerations, including environmental by-laws for water disposal, permitting, and third-party project coordination.  All these contributes to us having higher costs of -- a higher cost of construction than the rest of the province.

Extreme weather also presents a unique challenge in keeping the lights on.  In 2018 alone we had four major weather-related events which resulted in over 10 million of unexpected O&M costs.  Some of the highest-impact storms have hit Toronto recently, with winds up to 120 kilometres per hour causing widespread damages to our equipment.  As seen in the graph our SAIDI performance still has improved.  We attribute this success to our best in class grid emergency management practices, which have helped us restore service to our customers faster and minimize the impact of outages to our communities that we serve.

Despite the complexity of our operating environment and the challenges we face every day, we have a successful track record of addressing systems requirements, responding to our customers' needs, and completing our work on target.

Productivity.  Toronto Hydro has a long history of productivity.  Since amalgamation in 2006 our productivity and performance efforts have generated about $2 billion of savings for our customers.  Productivity is a part of our DNA.  We are constantly on search of savings opportunities, especially when it comes to delivering our planned work programs, and I am pleased to share that our efforts and strategies are working.

UMS group evaluated our unit costs in benchmarking of 11 programs in the second quartile; in other words, the second-lowest compared to our North American peers.  The majority of our capital program, 81 percent, is delivered at competitive market costs.  Facilities consolidation efforts have allowed us to return $157 million approximately back to our customers.

I want to round off my presentation talking about some of the operational success stories, field operations about boots on the ground, front-line workers who keep the lights on and deliver our capital and maintenance program safely.

Here are some of the success stories.  Year over year we have delivered or program successfully.  As Ms. Klein stated, we are expected to come within 1 percent of OEB-approved in-service addition amounts for the last five years.  We apply enhanced scheduling techniques to identify synergies.  For example, if you have an equipment failure and have restored power through an alternate route, in the next few days we plan to repair that piece of equipment.  While doing that we promptly execute our maintenance work that was planned within that area for that year.  This saves future interruptions and preparation costs for that maintenance work.

Our focus on employee safety and attendance also drives efficiencies and cost savings.  The total recordable injury frequency measure, or TRIF, is nearly 60 percent better than our peers.  Our employee attendance records far exceeds industry averages.  These results increase availability of the workforce and reduce costs.

Our resourcing strategy relies on a balanced mix of internal and external workers.  This provides us flexibility to carry out our plan, reactive and emergency work, and reduces costs.

Workforce renewal has been a focus for the last decade as well.  Since 2015 until the year end of 2019 about 25 percent of our workforce is expected to retire or has retired.  Since 2007 we have hired 50 cohorts of trades and technical groups.  These hires were timely for the knowledge transfer from the outgoing experienced front-line folks to the incoming next generation.  Our training and development programs are geared to build a skilled, knowledgeable, and experienced workforce for the future.

As I look into the 20 -- as I look forward to the 2020 to 2024 filing period I feel confident in our ability to deliver on all aspects of the program safely and reliably.  In the next five years we will continue to look for cost-efficient and effective ways to serve our customers.

I will now pass it over to Ms. Page to talk to you about the customer service part of the business within Toronto Hydro.
Presentation by Ms. Page:


MS. PAGE:  Thank you, Mr. Nahyaan, and good morning, Panel.  My area of oversight is the customer-care operations.  This area is responsible for assisting customers over the phone and via e-mail, managing technologies that enable customers to self-serve, reading meters and managing meter data used to calculate and issue electricity bills, collecting payments, and this area also includes the customer communications and public affairs group.

As you can appreciate, it's a sizable operation.  You can see on the slide the volume of transactions we deal with on an annual basis.  600,000 calls and e-mails, 4 billion in revenue to safeguard, 12 billion data points from meters, 9 million bills.  For this reason it's important that we get it right for our customers, since it can go wrong quickly without the right level of attention.

Part of what we do includes proactive communication to customers to support the capital investment and field operation teams that you heard Mr. Lyberogiannis and Mr. Nahyaan speak about.  They spoke about how engaged customers at the planning stage.  The customer care group ensures customers are engaged during the execution of the work.  For example, if we were planning a rear-lot conversion, which is disruptive to customers, several months prior to beginning work we would hold a community meeting to outline the project and address concerns.  In the months leading up to starting the work we would provide four more communication pieces, in the form of a letter or recorded announcement.  Before and throughout the project we provide a customer hotline to answer any questions by phone or to arrange to meet customers in person.  Likewise for an unplanned emergency we may need to disrupt power to perform a repair.  This team would contact customers and leverage either social media, regular media, to ensure the customers have a notice and assist with any customer concerns.

Our plan is to continue to focus on meeting customer expectations, and today I will provide you details on how we have been achieving our objectives during this five-year term and some of the key projects we have in place for the 2020 to 2024 plan.

Our operational plan is the same as what you heard from my colleagues today:  paced investments, a focus on operational efficiencies, and a plan to stay the course.  For our group, stay the course means sustaining positive outcomes we have achieved for customers.  We have done this by continuing to find improvements and efficiencies and being responsive to evolving customer needs.  This slide demonstrates outcomes that we achieved from operational efficiency projects, and I will give you a couple of examples.

Firstly, we did a significant amount of work to improve the metering communication technology.  In the graph on the left you can see the dramatic reduction in manually read meters and in the graph on the upper right you can see the corresponding increase in billing accuracy performance which climbed to over 99 percent in 2017, and now well exceeds the OEB's standards.

We analyzed what the drivers were for our high number of manually read meters and the inconsistency in remotely reading meters, and resolved the problem by replacing the technology that captures meter data from each meter, and we improved communication by installing a wireless infrastructure.

These technological enhancements reduce the number of estimates bills. We also achieved a vendor and labour cost productivity by reducing the number of meter reading issues that require manual intervention.

Our first contact resolution results are another efficiency example where we improve performance by identifying and resolving systemic process issues.  You can see from the graph on the bottom right that we achieved an a significant increase in first contact resolution from 77 percent in 2013 to 89 percent in 2018.  This metric was apriority because it impacts customer satisfaction as well.  We improved both, and this has saved costs by reducing call volumes.

As a result of all of our efforts, we are now at the lowest number of total customer contacts in the last five years.  This has allowed us to re-purpose our staff to adapt to evolving customer needs.

We have improved on delivery of service to customers despite some of the challenges we faced.  For example, you have heard about our growing city, which means for customer care 30,000 more customers to serve in this rate period.  This customer growth is diverse.  As you have seen in the prior slide, the number of generation customers is quickly growing and customers such as these have more complex billing and meter needs.

We have also needed to adapt to a number of public policy changes, such as the Ontario electricity support program in 2015, we implemented monthly billing at the end of 2016, the Fair Hydro Plan that occurred in 2017, just to name a few. These are unplanned projects and we typically need to redeploy staff to develop and implement technology changes and new processes.

It's important that we implement these projects smoothly and on time, and we are committed to being responsive to these types of changes.  We anticipate challenges such as these to persist into the 2020 to 2024 period.

We have three major initiatives planned that allow us to stay the course and meet future challenges.  These initiatives are critical for providing tools to meet evolving customer need and managing our relationship with customers.

First, we need to update and rebuild the customer self-serve module of our website to improve features for customers and to replace outdated technology.  To ensure we get it right for customers, our approach will be to hear from customers each step of the way.  Before we begin, we will survey customers and build this insight into our design.  Throughout the project, we will engage our customer advisory panel to validate the revisions and the usability of the website.

We just recently launched enhancements to the informational pages on our website just a couple of weeks ago, and by involving customers in a similar manner, we improved the customer experience.

Secondly, as Mr. Nahyaan spoke about, we need to do a major technology upgrade of our customer information system, which is the foundational core of our customer care operation.  I talked earlier about our high volumes. This system is critically important for us to process billions of records and millions of transactions each year.

The main driver of the project and our basic need is that by 2020, this system will be almost a decade old and will have been under minimal vendor support for four years.  Aging technology systems create risks, such as extended system failures, cyber security risks, we have a lot of customer personal data that we need to protect, and it limits our ability to be responsive to customers and public policy changes.

As with any mayor project, this consume as large amount of time and labour and will take two to three years to complete.  We need to upgrade the system to mitigate these risks.

The third project we have is our continuing focus on driving e-bill adoption.  Between 2015 and 2024, our increased e-bill adoption will have saved us a cumulative total of 15.3 million, and these savings are reflected in our OM&A.

The chart on the left depicts the 300 percent increase we have achieved in the number of customers on e-bill since 2013.  And on the right, for additional context, you will notice that this equates to reduction in paper almost as high as the CN Tower.  This further illustrates the size of our operations.

To summarize, over the last five years we have responded to our customers, a fast-paced environment of public policy changes and improved our customer experience.  We have restructured, moved into the digital world, and focussed on efficiencies.

Our continuous improvement strategy and clear focus on objectives have allowed us to absorb the challenges that we faced.  We are committed to this improvement strategy, and we know we have to absorb many more challenges in the upcoming rate period.  We do not want to slip backwards.

The key projects proposed for the 2020 to 2024 period are table stakes, foundational technology systems that are an a necessity.

Thank you, and I will now turn it back to Ms. Klein.
Summary Presentation by Ms. Klein:


MS. KLEIN:  Thank you, Ms. Page.  I will close things off with a few short summary points.

What you have just heard from my colleagues is a snapshot of some of activities that are core to Toronto Hydro, and some of the challenges that are core to our grid and core to our customers in the city that we serve. This is all presented in detail throughout the evidence, and is what of course drives the requests that we are seeking in this application.

This plan is fundamentally about sustaining the gains that we have made and not backsliding, and that means continuing to make those necessary and urgent multi-year investments so that we can keep up with pressing needs, ongoing challenges like aging and defective equipment, as well as tackling evolving ones like extreme weather.

And the fundamental challenge that we had in developing this plan was achieving a balance between inputs an outcomes, balancing things like price with things like safety, service and reliability in both the short and the long term.

In the result, we landed on a plan that maintains service levels, keeps us on our path of continuous improvement, maintains our spending trajectory, and has a net average annual rate increase of about 1.1 percent.  We believe that this plan strikes that balance, although, as you've heard from my colleagues, it's a challenge.

So with that, I will just say on behalf of Toronto Hydro we thank you very much for the opportunity to speak to you today, and we of course welcome any questions that you might have.

MS. ANDERSON:  Thank you.  Ms. Frank, do you have any questions?
Questions by the Board:

MR. FRANK:  I just have one question.  Throughout this presentation, you talked about areas where you have improved, and there seem to be many, many areas where you made improvements.  And you also talk about not backsliding.  I heard that from several people, that that was a priority.

Yet, when I look at what you've spent over the last period, your last investment period and the performance, you were getting improvement at that level of spend.  So one would think if it's just maintaining that you are interested in, you could actually reduce spend, and I know the link between outcomes or performance and investment is a bit tenuous.

But I was wondering have you done any scenarios, have you done any looking at how do we -- because your customers seem to be concerned about reducing cost.  So how could you reduce cost and still try to maintain, or only have minor areas of deterioration if the focus is on reducing cost. I am just uncertain how much your focus was on reducing cost.

MS. KLEIN:  Thank you for that question.  That is very much the sort of question that we were working through ourselves as we were developing the plan.  And we have ended up with a plan that I think goes to one of the points that you just mentioned, which is really about --fundamentally about maintaining service and with some very modest improvements, not looking at large improvements.

The types of improvements that we are looking at are things like improving reliability in certain pockets throughout the city that have reliability that's lower than the system average, for example.  And what very much guided us in coming up with this particular plan was what we heard from customers.

We heard from customers that they don't want to see deterioration of service.  We heard from them that they want to see maintaining service, safety, reliability with some modest improvements.  And we were also guided by the customer acceptance, the two-thirds customer acceptance that we received for actually a price impact that was slightly higher than this plan.

So from that perspective we were guided by those inputs as well as the needs of the system, which is why we landed where we did, so we feel that we are consistent with what we heard from customers.

MR. FRANK:  If I look at page 15 of your presentation, which showed capital spend and number of outages, there's actually incredible improvement in the outages, you know, very significant improvement over this period.  And the spend except for the one-year blip looks to be higher.  So I would have thought the outages would continue to improve, unnecessarily I'd say, from a customer's perspective.  More concerned about my bill than my performance.

MS. KLEIN:  Mm-hmm.  I will give some opening comments and I will pass it over to Mr. Lyberogiannis to speak specifically about the reliability.

Our experience has been that it has taken us over a decade of concerted investment in order to see these types of improvements, that we have finally started to turn a corner, and our fundamental concern is not having the future look like the past and backsliding, and based on our engineering assessments and based on the customer input we -- and the needs of the grid we certainly believe that this level of spend is what is required in order to maintain.  We are not looking to make significant improvements in our reliability, and we are not expecting to have improvements in -- big improvements in reliability in the future, so let me pass to Mr. Lyberogiannis to speak about some of those specifics.

MR. LYBEROGIANNIS:  Thank you, Ms. Klein.

Yes, so in the process of developing the plan we actually asked exactly the same question that you asked, which is, you know, are there areas that we can pull back on and what would that mean for reliability, for example.

So what you will notice when you look through the programs in system renewal, which is, like I mentioned, the biggest program that we have, we seek considerable needs when it comes to deteriorating assets, and we are in fact looking to move into areas of the system that have very high consequence, so if a station asset fails and we potentially have, you know, a couple of failures, what will end up happening is you have a large number of customers out but lower probability.  So what's going on is we are moving into stations, we are looking to invest in our network system, we are looking to invest in the downtown core, where we are starting to see higher consequence events that may not necessarily be shown in this particular reliability chart.

In other areas where we've achieved improvements -- and I mentioned to you in the horseshoe, for example, our underground horseshoe program, we are looking to maintain.  In other areas in system service -- I had mentioned system expansion program, for example -- where we are able to leverage the investments that we have made in the past, we are looking to bring those programs to lower levels.

So you will see that balance throughout the plan, and each of the categories and each of the programs really have their own nuances, but ultimately the way the plan is designed, it is designed to maintain that level and to address obviously reliability risks but also broad risks that may not be necessarily evident when it comes to this particular chart, whether they are environmental, whether they are other customer-service type elements to them.

MR. FRANK:  Okay, thank you for that.

MR. JANIGAN:  Thank you.  Mr. Nahyaan, I believe you indicated that over the last rate period extreme weather caused about $10 million in unanticipated expenses.  Has that experience caused Toronto Hydro to change any forecasts with respect to both operations or potentially capital expenditures on the basis that potentially extreme weather is something that will be more recurrent as we go forward?

MR. NAHYAAN:  Thank you for that question.  The $10 million unexpected O&M costs that we incurred was specifically in the late -- recent year 2018, which we saw a significant number of events go through the city and have widespread damages.  Not reflective of every year in the last five years, and the way we do our planning function we look at for a five-year period and holistically create our overall grid-related investment portfolios, and we do expect maybe one year in the next five years or two years to have, like, extreme weather, as we saw in 2018.

Our focus really is on the planning side, which is really focused on resilience, improving the high-impact and high-consequence investments that Mr. Lyberogiannis just spoke about in order to have better safeguarding before the storm hits.

Obviously we, through the overall planning of the O&M costs, we do consider the costs that would be required on a five-year holistic period, not necessarily specific year to increase the individual years.  It's highly unanticipated, as I alluded to.  Mr. Lyberogiannis?

MR. LYBEROGIANNIS:  And if I may add a couple of specific examples from the capital side of our program and how extreme weather has influenced those.  Obviously Mr. Nahyaan spoke to some of the wind storms we have seen, that really for us accentuates the needs to continue to invest on things like rear lot, our overhead system which are exposed to some of the higher wind events.  I know currently in the news the last couple of weeks there's been a lot of talk around about flooding.  We also experienced a few years ago significant flooding in the downtown core, Toronto Island.  One of the programs that we are investing in is the network monitoring and control program, which is installing sensors in our underground vaults to enable us to remotely know if those vaults are beginning to accumulate water, and that information is going directly back to the control centre that Mr. Nahyaan spoke a little bit about.

So our forecast -- the frequency with which we are seeing some of these events -- was certainly factored into our plan, and what you will see in very specific programs, you will see elements of that coming out.

MR. JANIGAN:  In my understanding it's a five-year window that it used for the planning purposes, or is it different?

MR. LYBEROGIANNIS:  It would depend on the particular program that we are looking at.  So for example, if we are forecasting expenditures for our storm restoration activities we would probably limit that to a five-year window because really it's sort of the most recent trending.  If we are looking at making broader decisions, you know, introducing new sensors into our network system, then we would be looking at broader periods of time.

What we do track -- and you probably have noticed it in a number of the charts that we have put on the slide deck, we do have, you know, a couple of decades' worth of information, and we do purchase and look for other weather information depending on the specific engineering analysis that we are looking to do.

MR. JANIGAN:  Thanks very much.

MS. ANDERSON:  Mr. Lyberogiannis, I was looking at your slide 7, and -- which has the outage stuff -- and it twigged a memory.  I will just probe it since I am here.  There's a large other category, and I seem to recall in your Exhibit U that there was large unknown category.  Am I remembering that correctly?  Is it an unknown category or is there an "other" bucket when it comes to reliability?  And I know -- I didn't lug my binders down to double-check on this, and I know you didn't bring all your evidence, but...

MR. LYBEROGIANNIS:  Yes, that's correct, Madam Chair.  So the "other" bucket that you see there does have an unknown component to it.  It also has a couple of other elements as well, tree contacts, human elements, so, yes, there are a group of outage causes that are within that specific green band in the chart.

MS. ANDERSON:  Okay.  So unknown is included in "other" in this slide 7 chart?

MR. LYBEROGIANNIS:  Yes, that's correct.

MS. ANDERSON:  Okay, thank you.

I would like to explore just the bill impacts a little bit.  Ms. Klein, you said that it's a net 1.1 percent over the five years, but I think in your opening remarks it sounded like an inflation-adjusted number; is that correct?

MS. KLEIN:  So the base rate impacts are 3 percent, and once we add the clearances of the deferral and variance accounts, that is what takes us down to the 1.1 percent over average over the five years --


MS. ANDERSON:  Okay.  So --


MS. KLEIN:  -- so decrease in the first year and then there is, as usual, a little bit of lumpiness over that next four years, and it averages to 1.1 percent on a net basis.

MS. ANDERSON:  Okay.  So it's not net of inflation.

MS. KLEIN:  No.

MS. ANDERSON:  What you -- if I am remembering correctly -- I can look at the transcript --


MS. KLEIN:  All in --


MS. ANDERSON:  -- you're saying it's lower than inflation.

MS. KLEIN:  Yes, it's lower than inflation, and that's all in for our portion of the bill.

MS. ANDERSON:  Okay.  Thank you.  And that gets me I guess into another question that I had as I was reading Exhibit U, and I recognize you don't have your accountants here, and so I debated asking this.  But it's maybe a heads-up for the oral hearing.

The group -- so your 1.1 percent includes the clearance of deferral and variance accounts.  And when I looked at the group 2 accounts, I know you've updated them for your 2018 actuals, and it appears you have projected interest to December 31st, 2019.  But it also appeared that there was an element of forecast for 2019 for the group 2 accounts, and I am just wondering if that's correct and -- well, whatever you want to say about that.

MS. KLEIN:  I think as you anticipated, Madam Chair, I don't think there is anyone on the panel that could answer that with the appropriate acuity.

So what I would propose we do is we take that back to our internal experts at the shop, and we ensure that we answer your question in the course of the hearing, if that would work for you.

MS. ANDERSON:  Yes, and I recognize we still have interrogatories and people may be probing this, and may have not read the charts correctly.  But I just want to sort of a heads-up.

MS. KLEIN:  Yes, we appreciate that and we will certainly ensure there is a question crisply on the record that addresses that question.

MS. ANDERSON:  And if so, if you are including a forecast of '19, the reasons for that obviously would be helpful.

MS. KLEIN:  Thank you.

MS. ANDERSON:  I guess those were my questions.  Getting back to the other question that we had at the beginning, are there any new proposals.  And let me -- I don't know if this helps to give you an example.  But in one place in your updated evidence, you mention about potentially smoothing variance and deferral accounts differently as an option.

It read as not as a suggestion as opposed to a proposal, I guess.  I just wanted to clarify.  Is there a proposal to do different smoothing than in the original application?

MR. KEIZER:  Madam Chair, I would have to take that away and clarify that.

MS. ANDERSON:  Okay.  So, I guess, other than updating for 2018 and the corrections that were identified in your letter, are there -- is there anything that's, I guess, a different proposal than perhaps would have been in your other evidence, your original evidence?

MR. KEIZER:  No, Madam Chair.

MS. ANDERSON:  Okay.  I guess, then, the last question would be given that you have now filed the update, we are going to have interrogatories and it and we will be heading into oral hearing, I guess we're expecting there's no further updates.  Is that correct?

MR. KEIZER:  Yes, that's correct.

MS. ANDERSON:  Okay.  Thank you.  Are there questions from the panel?  I guess the last thing as we get ready for the oral hearing, one of our outstanding matters is a matter of confidentiality on internal versus external labour.  We -- the panel does have questions and we will be posing them to a witness panel.

I think it would be helpful if that was done at the beginning of the oral hearing, if that's possible.  We'd have to have those witnesses available that can answer the questions we might have on that mix.  I highlight it because I know Staff will be beginning to work on a hearing plan.  It's a ways away, but I just want to make sure that we have the time in there for that and it might be helpful to get that out of the way at the beginning.

MR. KEIZER:  We will coordinate with Board Staff to ensure you're accommodated.

MS. ANDERSON:  Thank you, Mr. Keizer.  Thank you, I think that closes us for the day.  And we will see you back, I guess, at the end of June.
--- Whereupon the hearing adjourned at 10:46 a.m.
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