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Abstract: On Sunday, July 25.2010, at 5:58 p.m .. eastern daylight time. a segment ofa 30-inch-diameter 
pipeline (Line 6B). owned and operated by Enbridge Incorporated (Enbridge) mptured ill a wetland in 
Marshall. Michigan. The mpture occlUTed during the last stages of a planned shutdown and was not 
discovered or addressed for over 17 hours. Owing the time lapse, Enbridge twice pwnped additional oil 
(81 percent of the total release) into Line 6B during two startups: the total release was esti1ll8ted to be 
843.444 gallons of cmde oil. The oil saturated the slUTounding wetlands and flowed into the 
Talmadge Creek and the Kalamazoo River. Local residents self-evacuated from their houses. and the 
enviromnent was negatively affected. Cleanup efforts continue as of the adoption date of this report. with 
continuing costs exceeding $767 million. About 320 people reported symptoms consistent with cmde oil 
exposure. No fatalities were reported. 

As a result of its investigation of this accident. the National Transportation Safety Board (NTSB) 1ll8kes 
recommendations to the U.S. Secretary of Transportation, the Pipeline and Hazardous Materials Safety 
Administration (PHMSA), Enbridge. the American Petroleum Instittlte, the Pipeline Research Council 
International. the International Association of Fire Chiefs. and the National Emergency Number 
Association. The NTSB also reiterates a previous recommendation to PHMSA. 

The National Transportation Safety Board (NTSB) is an independent Federal agency dedicated to promoting 
aviation, railroad. highway, marine, pipeline, and hazardous materials safety. Established in 1967 the agency is 
mandated by Congres through the Independent Safety Board Act of 1974 to investigate transportation accidents, 
determine the probable causes of the accidents, issue safety recommendations, study transportation safety issues, and 
evaluate the safety effectiveness of government agencies involved in transportation. The NTSB makes public its 
actions and decisions through accident reports, safety studies, special investigation reports, safety recommendations, 
and statistical reviews. 

Recent publications are available in their entirety on the Imemet at <http://www.ntsb.gov>. Other infonnation about 
available publications also may be obtained from the website or by contacting: 

National Transportation Sar.ty Board 
RKords Maoag.m.nt Division, CI0-40 
490 L'Eufant Plaza, SW 
Washington, D.C. 20594 
(BOO) 877-6799 or (202) 314-6551 

NTSB publications may be pmchased, by individual copy or by subsaiption, from the National Technical 
Information Service. To purchase this publication, order report number PB2012·916501 from: 

National TKhnlcal Iuformation S.rvice 
5301 SbawoH Road 
Alexandria, Virginia 22312 
(BOO) 553-6847 or (703) 605-6000 

The Independent Safety Board Act. as codified at 49 U.S.C. Section 1 1 54(b), precludes the admission into evidence 
or use of NTSB reports related to an incident or accident in a civil action for damages resulting from a matter 
mentioned in the report. 
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Executive Summary 

On Sunday, July 25, 2010, at 5:58 p.m. eastern daylight time, a segment of a 
30-inch-diallleter pipeline (Line 6B), owned and operated by Enbridge Incorporated (Enbridge) 
ruptured in a wetland in Marshall, Michigan. The rupture occlUTed dlUing the last stages of a 
planned shutdown and was not discovered or addressed for over 17 hours. During the time lapse 
Enbridge twice pUlllped additional oil (81 percent of the total release) into Line 6B during two 
startups; the total release was estimated to be 843,444 gallons of crude oil. The oil saturated the 
surrounding wetlands and flowed into the Talmadge Creek and the Kalamazoo River. Local 
residents self-evacuated from their houses, and the environment was negatively affected. 
Cleanup efforts continue as of the adoption date of this report, with continuing costs exceeding 
$767 million. About 320 people reported symptoms consistent with crude oil exposure. No 
fatalities were reported. 

The National Transportation Safety Board (NTSB) detennines that the probable cause of 
the pipeline rupture was corrosion fatigue cracks that grew and coalesced from crack and 
corrosion defects under disbonded polyethylene tape coating, producing a substantial crude oil 
release that went undetected by the control center for over 17 hours. The rupture and prolonged 
release were made possible by pervasive organizational failures at Enbridge Incorporated 
(Enbridge) that included the following: 

• Deficient integrity management procedures, which allowed well-docUlllented crack 
defects in corroded areas to propagate until the pipeline failed 

• Inadequate training of control center personnel which allowed the rupture to remain 
undetected for 17 hours and through two startups of the pipeline. 

• Insufficient public awareness and education, which allowed the release to continue 
for nearly 14 hours after the first notification of an odor to local emergency response 
agencies. 

Contributing to the accident was the Pipeline and Hazardous Materials Safety 
Administration's (pHMSA) weak regulation for assessing and repairing crack indications, as 
well as PHMSA's ineffective oversight of pipeline integrity management programs control 
center procedures, and public awareness. 

Contributing to the severity of the environmental consequences were (1) Enbridge' s 
failure to identify and ensure the availability of well-trained emergency responders with 
sufficient response resources, (2) PHMSA's lack of regulatory guidance for pipeline facility 
response planning, and (3) PHMSA's limited oversight of pipeline emergency preparedness that 
led to the approval of a deficient facility response plan. 

Safety issues identified during this accident investigation include the following: 

• The inadequacy of Enbridge's integrity management program to accurately 
assess and remediate crack defects. Enbridge's crack management program relied 
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on a single in-line inspection teclmology to identify and estimate crack sizes. 
Enbridge used the resulting inspection reports to perfonn engineering assessments 
without accounting for uncertainties associated with the data, tool, or interactions 
between cracks and corrosion. A 2005 Enbridge engineering assessment and the 
company's criteria for excavation and repair showed that six crack-like defects 
ranging in length from 9.3 to 51.6 inches were left in the pipeline, unrepaired, tmtil 
the July 2010 rupture. 

• The failure of Enbridge's control center staff to recognize abnormal conditions 
related to ruptures. Enbridge's leak detection and supervisory control and 
data acquisition systems generated alanns consistent with a ruptured pipeline on 
July 25 and July 26, 2010; however the control center staff failed to recognize that 
the pipeline had ruptured tmtil notified by an outside caller more than 17 hours later. 
During the July 25 shutdown, the control center staff attributed the alanns to the 
shutdown and interpreted them as indications of an incompletely filled pipeline 
(known as column separation). On July 26, the control center staff pwnped additional 
oil into the mpture pipeline for about 1.5 hours during two startups. The control 
center staff received many more leak detection alanns and noted large differences 
between the ammmt of oil being pwnped into the pipeline and the anlount being 
delivered, but the staff continued to attribute these conditions to column separation. 
An Enbridge supervisor had granted the control center staff pennission to start up the 
pipeline for a third time just before they were notified about the release. 

• The inadequacy of Enbridge's facility response plan to ensure adequate training 
of the first responders and sufficient emergency response resources allocated to 
respond to a worst-case release. The first responders to the oil spill were 
four Enbridge employees from a local pipeline maintenance shop in Marshall, 
Michigan. Their efforts were focused downstream along the Talmadge Creek rather 
than near the immediate area of the rupture. The first responders neglected to use the 
culverts along the Talmadge Creek as tmderflow dams to minimize the spread of oil, 
and they deployed booms tmsuitable for the fast-flowing waters. Further, the oil spill 
response contractors, identified in Enbridge's facility response plan, were unable to 
immediately deploy to the rupture site and were over 10 hours away. 

• Inadequate regulatory requirements and oversight of crack defects in pipelines. 
Title 49 Code of Federal Regulations (CFR) 195.452(h) fails to provide clear 
requirements for perfonning an engineering assessment and remediation of crack-like 
defects on a pipeline. In the absence of prescriptive regulatory requirements 
Enbridge applied its own methodology and margins of safety. Enbridge chose to use a 
lower margin of safety for cracks than for corrosion when assessing crack defects. 
PHMSA expects pipeline operators to excavate all crack features; however, PHMSA 
did not issue any findings about the methods used by Enbridge in previous 
inspections. 

• Inadequate regulatory requirements for facility response plans under 
49 CFR 194.115, which do not mandate the amount of resources or recovery 
capacity required for a worst-case discharge. In the absence of such requirements, 
Enhridge interpreted the level of oil response resources required under PHMSA's 
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three-tier response time frame, resulting in a lack of adequate oil spill recovery 
equipment and resources in the early hours of the first response. By contrast, the 
U.S. Coast Guard (Coast Guard) and the U.S. Enviromnental Protection Agency 
(EPA) regulations specify effective daily response capability for each of the 
three tiers for oil spill response planning. 

• PHMSA's inadequate review and approval of Enbridge's facility response plan 
that failed to verify that the plan content was accurate and timely for an 
estimated worst-case discharge of 1,111,152 gallons. PHMSA's facility response 
program oversaw 450 facility response plans with 1.5 full-time employees, which is a 
lower staffmg commitment than comparable response plan review programs carried 
out by the EPA and the Coast Guard. PHMSA and other Federal agencies receive 
funding from the Oil Spill Liability Trust Fund to cover operational, personnel, 
enforcement, and other related program costs. 

As a result of this investigation, the NTSB makes safety recommendations to the 
U.S. Secretary of Transportation, PHMSA, Enblidge the American PetrolelUll Institute, the 
Pipeline Research Council Intemational, the International Association of Fire Chiefs, and the 
National Emergency Number Association. The NTSB also reiterates a previous recommendation 
toPHMSA. 
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1 Factual Information 

1.1 Introduction 

On SWlday, July 25, 2010, at 5:58 p.m., eastern daylight time, I a segment of 
a 30-inch-diameter pipeline (Line 6B), owned and operated by Enbridge Incorporated 
(Enbridge) ruptured in a wetland in Marshall, Michigan, about 0.6 mile downstream of the 
Marshall Pwnp Station (PS), releasing about 843,444 gallons of crude oil.2 The accident pipeline 
was part of Enbridge's liquid pipeline system that originates in Edmonton, Alberta, Canada, 
and tenninates in Sarnia, Ontario, Canada. The 1,900-mile U.S. portion, known as the 
Lakehead System, consists of pipelines of various diameters and ages operated from a control 
center in Edmonton. Line 6B is a 293-mile section of the Lakehead System, which crosses the 
state of Michigan joining Griffith, Indiana, to Samia. (See figure 1.) 

Line 6B was installed in 1969 and constructed from 30-inch-diameter carbon steel pipe 
wrapped with a single layer of polyethylene tape. The ruptured pipe segment was manufactured 
to an American Petroleum Institute (API) Standard 5Ue grade X524 specification with a 
0.25-inch wall thickness and a double submerged arc welded (DSA W) longitudinal seam; it was 
cathodically protected. Immediately prior to the accident, the highest recorded downstream 
pressure at the Marshall PS was 486 pOlmds per square inch, gauge (psig). S During 2010, 
Line 6B transported about 11.9 million gallons of crude oil per day. 

The rupture occwTed in the final stages of a planned Line 6B shutdown that was 
scheduled to have the pipeline out of operation for 10 hours. The shutdown, started at 5:55 p.m. 
was pelfornled in just a few minutes by shutting off pumps from the Griffith PS to the 
Marshall PS while increasing pressure at a pressure control valve that was downstream of the 
Marshall PS at the Stockbridge Tenninal. (TIle shutdown, dlUing which oil would not be pumped 
through the pipeline, had been planned to accommodate the oil delivery schedule at the 
Griffith Terminal.) About 1 minute after increasing the pressure at the Stockbridge Terminal, the 
pipeline ruptured downstream of the Marshall PS. Multiple alarms were immediately generated 
at the Enbridge control center following the rupture, but Enbridge staff believed the alanns 

1 All times in this report are eastern daylight time unless otherwise specified. 

2 Line 6B transports multiple grades of heavy bituminous crude oil from the oil sand regions of Western Canada 
that require dilution with lighter petroleum products to enable the crude to flow easier. For simplicity. this report 
will refer to the product in Line 6B as crude oil. 

3 The API develop industry-based consensus standards that support oil and gas production and distribution. 
API 5LX is a specification for line pipe. 

4 Grade X52 signifies that the pipe has a specified minimum yield strength (SMYS) of 52,000 pounds per 
square inch (psi). Yield strentrth is a measure of the pipe's material strentrth and indicates the stress level at which 
the material will exhibit permanent deformation. Although yield strength is expressed in psi, this value is not 
equivalent to a pipe's internal pressure. 

S Psig is a unit of measure for pressure expressed relative to pressure exerted by the surrounding atmosphere. 
P i will be used in this report as a unit of measure for stress and is a measure of force acting over a given area. 
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resulted from a combination of cohmm separation6 and erratic pressmes generated dming 
shutdown rather than a ruptme. 

- Enbridge Uqulds System 
Unitfld Sla - Lakehead System 

LIIl86B 
o Edmonton Control Center 
o Pump Station 

Figure 1. Enbridge's Liquids System and the 1,900-mile Lakehead System (the U.S. portion). 
Inset shows Line 68, the 293-mile extension from Griffith to Samia installed in 1969. 

To resume operations following the planned 10-hom shutdown, Enbridge staff started 
Line 6B once at 4:04 a.m. on July 26 and pumped oil for about 1 hom before shutting down the 
line. At 7:20 a.m., Enbridge staff started Line 6B again and pumped oil for about 30 minutes 
before shutting down the line. Dmin~ the two startups and 1.5 homs of operation, Enbridge staff 
pumped about 683,436 gallons of oil (81 percent of the total release) into the ruptmed pipeline 
without seeing an increase in the pressme. Leak-detection alarms were generated, but Enbridge 
staff continued to believe the alarms were the result of column separation, even though the 
Marshall area was relatively flat without significant elevation changes. Enbridge staff also 

6 Coillmn separation is a condition indicating a mixture of liquid and vapor-a vapor bubble-exists in the 
pipeline. Colunm separation usually occurs at changes in elevation or where liquid does not completely fill the 
pipeline. The immediate area around the Marshall PS was relatively flat: however, a IOO-foot elevation increase 
existed about 13 miles downstream. For more information about column separation, see section 1.11.5.4. "Colunm 
Separation," of this report. 

7 An NTSB study estimated this amount. 
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considered operational changes implemented before the startups, including a Niles PS shutdown 
and valve closure (due to an in-line crack inspection) and the possibility that large vohunes of oil 
had settled into lower elevations and delivery locations, to be complicating factors. 

The Calhoun County 911 dispatch center received the first call about odors associated 
with the oil release about 9:25 p.m. on July 25 (3.5 hours after the rupture) and dispatched 
firefightel'S from Marshall City; however, frrefighters were unable to pinpoint a source of the 
odors. A gas utility worker, responding to the area because of numerous calls about gas odors, 
notified the Enbridge control center about oil on the ground at 11 : 17 a.m. on July 26 (more than 
17 hours after the rupture). In less than 5 minutes, Enbridge staff began closing remote valves 
upstream and downstream ofthe rupture, sealing off the site within a 2.95-mile section. 

The fracture in the ruptured segment measured 6 feet 8.25 inches long and up to 
5.32 inches wide. (See figure 2.) External corrosion was present along the longitudinal weld 
seam and in areas where the adhesive bond between the pipe and its protective polyethylene tape 
coating had deteriorated (disbonded). The coating was wrinkled and had separated from the pipe 
swface as shown in the red circle in figure 2. 

Figure 2. The ruptured segment of Une 68 in the trench following the July 25, 2010, rupture. 
The fracture face measured about 6 feet 8.25 inches long and was 5.32 inches wide at the 
widest opening. The fracture ran just below the seam weld that was oriented just below the 
3 o'clock position. A red circle shows a location where the coating was wrinkled and had 
separated from the pipe surface. 
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The crude oil release soaked the rupture site and the sWTounding wetlands, eventually 
spreading to the Talmadge Creek and the Kalamazoo River. Enbridge' s early response efforts 
were focused downstream of the rupture. Recent heavy rainfall had increased the flow of the 
Talmadge Creek and the Kalamazoo River, which spread the oil faster, hindering the response 
efforts. (See figure 3.) 

Figure 3. Aerial view of the accident location showing the rupture site to the left and the 
Talmadge Creek flowing west toward the Kalamazoo River. 

The wetland conditions in addition to the crude oil release made it difficult for vacuum 
trucks and excavators to get near the rupture location. Large wooden matting had to be placed 
around the rupture location to bring heavy equipment close to the release. (See figure 4.) The 
conditions at the accident site also delayed efforts to extract the pipe and to contain the oil near 
the rupture source. 
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Figure 4. Cleanup efforts in an oil-soaked wetland near the rupture site. Saturated soil 
complicated the cleanup and excavation efforts. An excavator with a vacuum attachment is 
shown situated on wooden matting near the rupture site. 

Figure 5 shows a timeline highlighting the accident events that spanned over 17 hours 
from the time of the 11lpture until the Enbridge control center was made aware of it. Figure 6 
shows the key Enbridge staff involved. 
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Line 68 planned 1 O-hour shutdown 

Outside call to control 
Line 68 Line 68 Line 66 Line 68 Line 66 center to report oil on 
ruptures - - - - - - - - - - - - - - - - - - startup #1 shutdown startup #2 shutdown the ground 

5:58 p.m. 
I 

Shift A 

First 911 call In 
Marshall, Michigan , 

9:25p.m. 
I 

1-- Shift 8 

5:03 a.m. 
• 

4:04
1
8.m. 

1 

7:52a.m . 
• 

7:20a.m. 

I 

~--------------------~·~1~4~------

@ Shift rotations occur at 8:00 a.m. and 8:00 p.m. (All times are eastern daylight time.) 

@ Indicates 1-hour interval 

11:1~a.m. 

,..,.. 

Shift C 

Figure 5. Key events timeline of the Line 68 rupture in Marshall, Michigan, showing the events from the time of rupture on 
July 25, 2010, to the time of discovery on July 26, 2010. 
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Edmonton Control Center 

Line 68 shutdown 

Shift A 

Shift lead Shift lead 

MBS analyst 

I Operator Operator 

lines 6A. 6B, 3, and 17 

Line 68 startups 

Shift B 

Shift lead Shift lead 

MBS analyst 

Operator 

Lines 
6A,6B, 

3. and 17 

Operator 

lines 
4 and 14 

Supervisor B 
(On-call) 

Discovery of oil 
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Shift lead Shift lead 

MBS analyst 

Operator 
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Supervisor B 

Chicago Regional 
Manager 

Figure 6. Key Enbridge staff involved in the 17 -hour accident sequence. MBS refers to Material 
Balance System. 
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1.2 Accident Narrative 

1.2.1 Preaccldent Events 

The planned shutdown of Line 68 was scheduled to begin following the last cmde oil 
delivery to the Stockbridge Tenninal, located downstream of the Marshall PS (see figure 7). A 
shutdown was to be perfonned by pipeline operator AI, sequentially, in the direction of flow, by 
turning off the pumps at the following PSs: Griffith, La Porte, Niles, Mendon, and Marshall. The 
shutdown was started at 5:55 p.m. by stopping two pumps at the Griffith PS and a pump at the 
La Porte PS. At 5:57 p.m., operator Al increased the upstream pressure at a pressure control 
valves at the Stockbridge Telminal before stopping a pump at the Niles PS and a pump at the 
Mendon PS about I minute later. 

1.2.2 The Rupture-Shlft A 

The mpture occurred on July 25, 2010, at 5:58 E.m. in the fmal minute of a planned 
Line 68 shutdown, about 45 seconds after operator A1 9

• increased upstream pressure (toward 
the Marshall PS) at a pressure control valve located at the Stockbridge Tenninal and had stopped 
pwnps at the Niles and the Mendon PSs. When the pipeline segment mptured, the Marshall PS 
shut down automatically and three alanns ahnost simultaneously appeared on operator AI's 
supervisory control and data acquisition (SCADA) system display: an invalid-pressure11 alaml (a 
severe alarm),12 a low-suction-pressure alarm (a warning alarm),13 and a station local shutdown 
alarm14 (a warning alarm). The first two alanns cleared within 5 seconds but then reappeared 
because of the pressure changes resulting from the mpture. Within the same few seconds, 
operator Al stopped the Marshall PS as part of the planned shutdown; he later told investigators 
that he had not recognized that a mpture had occurred. After the pipeline shut down, valves were 
closed at the Niles PS (see figure 7) to accommodate a Line 68 in-line inspection tool15 that had 
been lalIDched the previous day. 

S Operator Al increased the holding pressure from 50 to 200 psig at the Stockbridge Terminal pressure control 
valve (see appendix C for more information). 

9 Operator Al had 29 years of pipeline operator experience but was requalifying after a 6-month-Iong disability 
leave from the control center. During his requalification. a mentor was overseeing his work. The mentor (operator 
A2) had an equivalent amount of experience. 

10 Control center operators were responsible for the operation of multiple pipelines and sometimes pipelines and 
terminals. The Line 6B operator (operator AI ) was also responsible for Lines 3, 17. and 6A 

II This alarm was generated by the Line Pressure Management (LPM) system. which is designed to protect the 
pipeline from being overpressured. 

12 Enbridge defined a "severe alarm" as requiring the control center operator to notify the shift lead. advise the 
on-siteion-caU staff and create an entry in the facility maintenance database system. 

13 Enbridge defined a "warning alarm" as discretionary operator response dependent on operating conditions. 
Multiple alarms can result in an increased severity. 

14 These latter two alarms were generated by the Marshall PS. 

15 A cleaning tool and an in-line crack inspection tool were launched on July 24 at the Griffith Terminal. 
separated by about 5 miles. They remained upstream of the Niles PS even after the oil release was identified. The 
tools remained in the pipeline lUltil the failed section was replaced and Line 6B returned to service in 
September 2010. 
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Figure 7. Simplified schematic of Line 68, showing pump stations and delivery locations. 

By 6:03 p.m., operator Al had received several more alarms related to the Line 6B 
rupture, including a 5-minute Material Balance System (MBS) alcum16 (a severe leak alarm), 
another low-suction-pressure alarm, and six additional invalid-pressure alarms. (All of the alarms 
were indications of the rupture.) The 5-minute MBS alarm indicated that a large oil volume 
imbalance had been detected in the pipeline. Operator Al informed shift lead Al about the MBS 
alarm, and shift lead Al contacted MBS analyst A about the MBS alarm. 

At 6:05 p.m., MBS analyst A called operator Al to explain that he had concluded column 
separation near the Marshall PS had generated the MBS alarm. 

Within minutes, the MBS alarm cleared on its own. (MBS alarms clear after a shutdown 
because the oil flow stops.) About this time, MBS analyst A told shift lead A2 about the alarm, 
his conclusion about its suspected cause and its status. There was no further discussion about the 
MBS alarm during the shift. 

16 A single MBS alarm may be associated with multiple instances of column separation. MBS alarms display as 
5-minute, 20-minute. or 2-hour alarms, indicating relative leak size. The 5-minute alarm represents the largest leak 
rate, and the 2-hour alarm represent the smallest leak rate. 
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Operators Al and A217 independently told National Transportation Safety Board (NTSB) 
investigators that when the MBS alann had cleared, they were no longer concerned about the low 
pressure at the Marshall PS because they believed the alarms were related to colwnn separation 
and the shutdown. Line 6B remained shut down18 for 10 hours, as scheduled. The Marshall PS 
pressures remained at zero. 

1.2.3 First Line 6B Startup-Shlft B 

The Slmday second shift control center staff took over operations between 8:00 p.m. and 
8:30 p.m. 19 During shift rotations, a verbal exchange of operational information, known as a shift 
exchange, took place among the control center operators, MBS analysts, and the shift leads. At 
the time of the accident, Enbridge had a procedure that required specific information to be 
exchanged during shift changes, but no formal documentation or written record of the exchanged 
information was required. 

Shift lead Bl told investigators that, during the shift exchange, he was not informed about 
the previous shutdown or the pending startup of Line 6B, the MBS alann, or the in-line 
inspection tool in Line 6B. Operator B 120 said that he was not informed about the alarms that 
occurred during the shutdown but that he had been told about the scheduled Line 6B startup, the 
in-line inspection, and the Niles PS valve closure for the in-line inspection. He stated that he 
expected the Line 6B startup would be difficult because of the Niles PS being shut down to 
accommodate the in-line inspection tool. This meant that the Niles PS pumps could not be 
operated and the pressures would be lower coming into the Mendon PS (upstream of the 
Marshall PS). He did not question the low pressures at the Marshall PS. 

At 8:56 p.m., Michigan Gas Utilities dispatched a senior service technician to respond to 
a residential report of natural gas odor. At 9:25 p.m. on July 25, a local resident called the 
Calhoun County 911 dispatch center and stated the following: 

I was just at the airport in Marshall and drove south on Old 27 [17 Mile Road] 
and drove back north again and there's a very, very, very strong odor, either 
natmal gas or maybe crude oil or something, and because the wind's coming out 
of the north, you can smell it all the way up to the tanks, right across from where 
the airport's at, and then you can't smell it anymore. 

By 9:32 p.m., the Marshall City Fire Department had been dispatched in response to the 
9:25 p.m. call to 911 . The 911 dispatcher told the responders there was a report of a bad smell of 
natural gas near the airport. 

17 Operator A2 told investigators that she was working on special proj ects alongside operator Al when the 
accident occurred. She said she was aware of the MBS alarm but not directly mvolved with handling it. 

18 When Line 6B was shut down, valves upstream and downstream of the rupture were closed, isolating a 
75-mile span of the line and the rupture site. 

19 The control center work shifts were 12 hours. 

20 Operator Bl had about 3.5 years experience in the Edmonton control center as a pipeline opemtor. See 
table 3 for further information about control center staff experience. 
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Marshall City Fire Department persoIlllel responded to the area near the airport and 
requested the Marshall Township Fire Department to respond as well. To fmd the source of the 
odor, fIre department persoIlllel investigated several pipeline facilities and industrial buildings 
around Division Drive and 17 Mile Road, using a combustible gas indicator21 to try to locate the 
origin of the odor. No combustibles were detected. The Michigan Gas Utilities senior service 
technician crossed paths with some of the fire department persoIlllel also trying to locate the 
source; he found no evidence of a gas leale. The fIre department persoIlllel departed the scene at 
10:54 p.m. to return to the station. At 11:33 p.m., an employee at a business called 911 to report 
a natural gas odor. The 911 dispatcher explained that the fIre department had already responded 
to calls in the area, and no more persoIlllel were dispatched.22 (See figure 8.) 

Figure 8. Emergency response and 911 calls from nearby residents. First and last calls are 
noted. 

21 Because a combustible gas indicator measures percentage of the lower explosive limit. it likely would not 
detect the oil unles it was very close to the source. 

22 Over the next 14 hours. the local 911 received seven more calls reporting strong natural gas or petroleum 
odors in the same vicinity. The 911 dispatcher repeatedly informed the caUers that the fire department had been 
dispatched to investigate the reported odors. 
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On Monday, July 26, at 4:00 a.m., while preparing to start Line 6B for deliveries into the 
Marysville and Sarnia T emlinals, operator B 1 reduced pressure settings at two PSs (Marshall and 
Mendon) upstream of a valve that had lost communication.23 Line 6B was going to be started 
without the Niles PS, which remained out of service for the in-line inspection tool. 

About 4:04 a.m., operator Bl started Line 6B from the Griffith PS to the Mendon PS, and 
by 4:12 a.m., the first 5-minute MBS alarm appeared on his SCADA display. Operator Bl called 
MBS analyst B about the alarm. MBS analyst B told operator Bl that the alaml was due to 
column separation. After talking with operator B 1, the MBS analyst realized that the 
MBS software had not been set up correctly24 because the Niles PS valves were closed. 
According to MBS analyst B, the valve closure at the Niles PS might have resulted in additional 
column separation indications that moming.25 

By 4:24 a.m., operator Bl had received a 20-minute MBS alarm and another 5-minute 
MBS alarm. He notified shift lead B2 that Line 6B had been operating for 10 minutes but 
pressure remained less than 1 psig downstream of the Marshall PS. Enbridge's control center 
procedures required operators to shut down the pipeline when column separation could not be 
restored within 10 minutes?6 Shift lead B2 and MBS analyst B told operator Bl to continue 
pumping oil to restore the column. Operator B 1 started a larger pump upstream of the 
Marshall PS to increase the pipeline pressure. 

During this time, operator B227 referred shift lead Bl to a draft column separation 
procedure that she had used earlier in the year. According to the draft procedure, when known 
column separation existed, an operator would calculate the time needed to fill the pipeline before 
starting the line. Once started, if column separation were present 10 minutes beyond the 
calculated time, the pipeline would be shut down. In effect, the draft procedure allowed the 
pipeline to operate in excess of the 10-minute limit under certain conditions. As operator B 1 
continued to pump additional oil into the pipeline, shift lead B 1 attempted to estimate the time 
needed to restore the pressure downstream of the Marshall PS.28 To do this, shift lead Bl tried to 
determine (1) the volume of oil that had settled throughout Line 6B during the shutdown and 
(2) the volume of oil that had drained into the Marysville Terminal during startup. Shift lead Bl 
estimated it would take about 20 minutes to bring the column back together. 

23 These were settings that protected the pipeline from overpressure in the event that the valve that had lost 
communication was closed. 

24 When the station valves at the Niles PS were closed to accommodate an in-line inspection tool. following the 
shutdown. the SCADA pressure transmitters used by the MBS were no longer using dIe real-time pipeline pressures. 
which resulted in errors in the MBS. To correct the MBS software, the MBS analyst had to override the pressures on 
both sides of the Niles PS. The MBS analyst stated that fue lack of live pressures at the Niles PS may have affected 
the MBS alarms that morning. 

25 Accor~ to Enbridge. dIe software showed more instances of colwnn separation before fue software was 
adjusted. 

26 This duration was commonly referred to as the "IO-minute rule" by the control center staff and represented 
the amount of time a pipeline was allowed to operate in instances of colwnn separation or abnormal operations 
before being shut doWIL 

27 This was the shift mate of operator B 1, who was operating Lines 4 and 14. Operator B2 had just over 2 years 
of experience as a pipeline operator. See table 3 for further information about control center staff experience. 

28 By dividing the amount of oil drained out into delivery 10catio115 during shutdown by gallo115 per hour. the 
shift lead can estimate how long the system must be run to restore pressure. 
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Operator B 1 continued to start pumps on Line 6B and received multiple MBS alanns 
from 4:24 a.m. until 4:57 a.m. During this time, the Marshall PS discharge pressure never 
exceeded 3 psig. During this time when the Sarnia Terminal operator called operator Bl and 
re111arked on the slow startup, operator Bl stated that "I'm just wondering either they really 
drained [Line 6B] out, which I think they did, because I don't have any pressure farther down the 
line ... Or else 1'111-or else I'm leaking. One of the two." Operator Bl called shift lead Bl about 
5:00 a.111. to report that he had exceeded the estimated time to resolve the colunl1l separation 
issue. Operator Bl stated that the flow into the pipeline, upstream of the Marshall PS, was about 
396,000 gallons per hour. After confifllling with the Sarma Tenninal operator that only 
71,062 gallons had been received since the startup, shift lead Bl instructed operator Bl to shut 
down Line 6B. About 5:03 a.111., Line 6B was shut down. 

1.2.4 Second Line 68 Startup-Shlft 8 

At 6:35 a.m., shift lead B2 called the on-call control center supervisor, and he then asked 
MBS analyst B to participate in the call. Shift lead B2 explained that they had been unable to 
resolve the colUDl1l separation at the Marshall PS and that they had exceeded the estimated time 
needed to fill the pipeline. Shift lead B2 and the control center supervisor questioned MBS 
analyst B about the difference in pumped versus received volume. MBS analyst B explained that 
because of what he believed to be the severe column separation, the oil was filling the line rather 
than flowing through it to the delivery location. 

The control center on-call supervisor stated that there were two choices: identify the 
alanns as a leak or identify the alanns as colUDl1l separation and tty to restart the pipeline again. 
Shift lead B2 asked MBS analyst B whether the MBS alarm was valid or invalid. MBS analyst B 
told shift lead B2 that the alarm was "false" because the MBS software was unreliable when 
colUDl1l separation was present. The control center supervisor told shift lead B2, "To me it 
sounds like you need to try again and monitor it. Like [MBS analyst B] said, do it over again." 

About 7:09 a.m., operator Bl notified the Sarma Terminae9 operator that they were 
going to start Line 6B for a second time. The Sarnia Terminal operator expressed disbelief at the 
idea of a second startup. He told investigators that he had voiced his concerns about a Line 6B 
leak to shift leads Bland B2 and MBS analyst B that morning. He stated that MBS analyst B 
had dismissed his concerns and, because he was dealing with other issues that morning, he had 
not pursued the matter. 

Line 6B was started a second time about 7:20 a.m. By 7:36 a.m., as the Marshall PS 
discharge pressure started to increase, the first 5-minute MBS alarm appeared, followed by a 
20-minute MBS alarm. Many additional 5-minute and 20-minute MBS alanns subsequently 
appeared through 7:42 a.m. During this time, operator Bl unsuccessfully attempted to start 
additional Line 6B pumps at the La Porte PS; the Marshall PS downstream pressure never 
increased above 4 psig. After shutting down Line 6B at 7:52 a.m., just before ending his shift, 
operator Bl made the following comment to the Sarnia Terminal operator. 

29 Because Line 6B was delivering oil into the Samia Tenninal. the Samia Tenninal operator was involved in 
the startup, opening valves and moving oil into the terminal tanks. The Samia Tenninal operator stated that he was 
able to watch the Line 6B operation on his SCADA display. 
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I've never seen tins . .. and to me like it looks like a leak .. .like I've never ever 
heard of that where you can't get enough-I can ptunp as bard as I want and I-I'd 
never over pressure the line. I don't know. Something about this feels wrong. 

1.2.5 Dlscovery-5hlft C 

The shift C rotation occurred between 8:00 a.m. and 8:30 a.m. on Monday morning, 
July 26. The smft staff included the control center supervisor, who had been contacted during 
smft B wmle on call, and MBS analyst A, who had been on duty when the rupture occurred. 
During the shift exchange, shift leads C1 and C2 were infOlmed about the presumed Line 6B 
coltuD1l separation. Smft leads C1 and C2 called the control center supervisor to discuss the 
coltuD1l separation issue. 

Operator C1 told investigators that he had questioned the volume loss information during 
the smft exchange. By 8:46 a.m. operator C1 explained to smft leads C1 and C2 that in the past 
he had started Line 6B using every other PS and without operating the Niles PS. Operator C1 
told investigators that he had reviewed SCADA data from the previous smfts that morning, saw 
the large pressure drop at the Marshall PS during the smft A shutdown and immediately notified 
smft lead C 1. 

At 10:16 a.m., acting on the findings from operator C1 and discussions with smft lead 
C 1, shift lead C2 called and asked the Cmcago regional manager whether to send someone to 
walk along the pipeline, upstream and downstream of the Marshall PS. The Cmcago regional 
manager replied, "I wouldn't thlnk so. If it's right at Marshall-you know, it seems like there ' s 
something else going wrong either with the computer or with the instrumentation ... . you lost 
coltuD1l and things go haywire, right?" He went on to say, " .. . I'm not convinced. We haven't had 
any phone calls. I mean it's perfect weather out here-if it's a rupture someone's going to notice 
that, you know and smell it." The Cmcago regional manager told smft lead C1 that he was okay 
with the control center starting Line 6B again. . 

At 11 :17 a.m., the control center was notified about the rupture via its emergency line. 
The caller said, "I work for Consumers Energyl30) and I'm in Marshall. There's oil getting into 
the creek and I believe it's from your pipeline. I mean there's a lot. We're getting like 20 gas 
leak calls and everything." Remote valves were closed at 11:18 a.m., sealing off the rupture site 
within a 2.95-mile section. By 11 :20 a.m., the smft lead had called the Cmcago regional manager 
to tell hlm about the notification. By 11 :37 a.m., another Consumers Energy employee notified 
911 about the crude oil leak in a creek near Division Drive. The Fredonia Townsmp Fire 
Department was dispatched by the 911 center shortly after the call. At 11:41 a.m., the Edmonton 
control center received confirmation from an Enbridge crossing coordinator located at the 
Marshall pipeline maintenance (PLM) shop confirming the oil on the ground. 

30 Consumers Energy is an electric and gas utility provider with services in Callioun County and Marshal1, 
Michigan. 
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1.2.6 Enbrldge Initial Response 

At 11 :45 a.m. on July 26, the initial Enbridge persOimel at the accident location included 
the Marshall PLM shop crossing coordinator, an electrician, and two senior pipeline employees. 
After confmning the presence of oil near the ruptured pipeline, the crossing coordinator followed 
Tahnadge Creek downstream to determine the extent of the oil discharge. He found that the oil 
had not migrated past A Drive North, about 1.5 miles downstream of the rupture, but he 
observed a large amount of oil at a creek crossing on 15 1/2 Mile Road, about 1 mile 
downstream of the rupture. 

The four-person crew returned to the Marshall PLM shop and retrieved a vacuum truck, a 
work truck, a semi-truck, and an oil boom trailer. About 12:10 p.m., they returned to A Drive 
North and installed a double 20-foot length of sorbent boom across Talmadge Creek, where they 
observed only a little oil flowing. They also installed 20-foot lengths of sorbent boom across 
Tahnadge Creek upstream of A Drive North and at a culvert on the south side of A Drive North. 
The Enbridge crossing coordinator told NTSB investigators that the Marshall PLM crew was not 
aware of the severity of the oil spill when it used these initial oil containment measures. The 
Enbridge first responders did not have an estimate of released volumes when they began their 
efforts to contain the oil. (See figure 9 for a map of the area around the rupture site where 
response efforts began.) 

Figure 9. Area between rupture site and the Kalamazoo River where first responders 
concentrated efforts to contain the released oil. 

About 12:30 p.m., the Marshall PLM crew moved upstream to the 15 112-Mile Road 
crossing of Talmadge Creek. The crew installed a 40-foot containment boom and sections of 
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sorbent boom on the upstream side of the culvert and spent the remainder of the day, until 
11 :00 p.m .. using the Marshall PLM vacuum truck and skimmer to recover oil. 

The Enbridge Bay City PLM supervisor (the interim incident commander until the 
Chicago regional manager arrived on site) told NTSB investigators that upon his arrival about 
12:46 p.m., he observed an oily mixture discharging at a high rate through a 48-inch-diameter 
steel culvert pipe under Division Drive and continuing downstream in Talmadge Creek. He said 
the bulk of the released oil was contained upstream (south) of Division Drive. The supervisor 
stated that he considered having the culvert pipe plugged with earth; however, the water flow 
was too strong to enable him to do that. 

About 1 :30 p.m., the Marshall PLM supervisor arrived on scene and conferred with the 
Bay City PLM supervisor. They decided that the Marshall PLM supervisor would focus on 
stopping the leak source while the Bay City PLM supervisor would focus on installing oil boom 
at downstream locations ahead of the advancing oil. The National Response Center (NRC) was 
notified of the release about this same time on July 26. The NRC notified 16 Federal and state 
agencies about the spill. 

About 2:45 p.m., the Bay City PLM supervisor worked with the Battle Creek Fire 
Department hazardous materials chief to locate an area for deploying boom for recovering the 
oil. About 15 minutes later, an Enbridge vacuum truck from the Bay City PLM shop began 
skimming oil from the water surface near Division Drive. 

Between 4:30 and 6:30 p.m., fom oil storage tanks were delivered to the Marshall PLM 
shop to temporarily store the oil that was being collected by the vacuum trucks. The Bay City 
PLM supervisor estimated that a total of 14 Enbridge personnel and between 6 and 10 personnel 
from Terra Contracting and Baker Corporation (contractors contacted by the incident 
commander for oil recovery and storage equipment) were working on scene to contain the oil 
during this time. The first u.s. Environmental Protection Agency (EPA) on-scene coordinator 
arrived in Marshall to assess the extent of the spill into Talmadge Creek about 4:32 p.m. The 
Marshall PLM shop was used as the incident command center. 

Working with a six-person crew, the Marshall PLM supervisor constructed an earthen 
underflow dam, which consists of a mound of soil holding back oil-contaminated water with 
pipes submerged on the dam side and rising toward the discharge end. The angle of the pipe 
allows the deeper water in the dam to flow downstream, preventing the contaminated surface 
waters from flowing into Talmadge Creek. (See figure 10.) 
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Figure 10. Underflow dam on Talmadge Creek on July 30, 2010. 

However, the crew found the width of the marsh too great and the ground too soft to 
construct an earthen dam near the source; instead the crew constructed a gravel-and-earth 
underflow dam at the confluence of the contaminated marsh and Talmadge Creek, which was 
accessible by heavy equipment. Enbridge crews used sections of 12-inch-diameter sUlplus 
polyvinyl chloride pipe they had found at the Marshall PlM shop to construct the underflow 
dam. Enbridge crews had learned of this oil containment strategy from participating in drills and 
exercises; this dam was the first they created during an actual emergency response. The 
heavy-equipment operators encountered significant difficulty because of the muddy conditions 
and the high-water flows. The construction of the first underflow dam began early in the 
afternoon on July 26, but it was not ftmctional until 9:00 p.m. that evening. Crews had to tow the 
vacuum trucks through the mud to the underflow dam site and to the oily marsh locations until 
the first gravel roadway was constructed. The Marshall PlM supervisor told NTSB investigators 
that a considerable volume of oil was present in Talmadge Creek between the first underflow 
dam that Enbridge constructed and Division Drive. On July 26, Enbridge also deployed at 
least 12 vacuum trucks to begin recovering oil from the source area underflow dam, the 
Talmadge Creek stream crossings on Division Drive and 15 112 Mile Road, and from the 
Kalamazoo River at Calhoun County Historic Bridge Park (referred to as Heritage Park). 31 

31 The two initial EPA on-scene coordinators noted that only five vacuum trucks were operating on July 26, 
while seven additional vacuum trucks that were ordered did not arrive on site until July 27. 
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Additional contractors would not arrive until the following day to continue a larger scale oil 
response effort. 

1.3 Injuries and Evacuations 

1.3.1 Injuries 

No inunediate injury reports were made as a result of the Marshall release. The Michigan 
Department of COlWllunity Health conducted a followup study and issued its results in a 
November 2010 report titled Acute Effects of the El1hridge Oil Spill. The study was based on 
four comnnmity surveys along the affected waterways, 147 health care provider reports on 
145 patients, and 41 calls placed to the poison center. The study identified 320 people and an 
additional 11 worksite employees who reported experiencing adverse health effects. Headache, 
nausea, and respiratory effects were the most COllUllon symptoms reported by exposed 
individuals. The report concluded that these symptoms were consistent with the published 
literature regarding potential health effects associated with crude oil exposure, which include 
irritation to the eyes, nose, and throat, as well as dizziness and drowsiness. Contact with the skin 
and eyes may also cause irritation or burns. 

1.3.2 Evacuations 

On July 26, the residents of six houses self-evacuated because of odors associated with 
the oil spill. On July 29, an EPA contractor produced a map outlining the recommended 
evacuation area, which extended from the spill area north and northwest to the Kalamazoo River 
beyond the 15 Mile Road bridge crossing, and included 61 houses. 32 The Calhotm County Public 
Health Department issued a voluntary evacuation notice to about 50 houses. The health 
department developed residential evacuation recommendations based on the concentration of 
benzene in the air. Benzene is a toxic constituent of crude oil that can cause drowsiness, 
dizziness, and unconsciousness. Long-term exposure to benzene causes effects on bone marrow 
and can cause anemia and leukemia. On August 12, the recommended evacuation of houses near 
the oil spill site was lifted after the benzene concentrations in the air were below the levels 
requiring evacuation. 

1.4 Damages 

1.4.1 Pipeline 

The Enhridge Inc. 2010 Amlllal Report listed revenue losses for the Line 6B accident at 
$13.2 million. Enbridge has stated that the cost to replace the 50-foot section of Line 6B was 
$2.7 million. 

32 See "Emergency and Environmental Response Attachment 39-Recommended Evacuation Zone Map." in 
the NTSB public docket for this accident. 
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1.4.2 Environment 

Enbridge's estimated costs for emergency response equipment, resources, personnel, and 
professional and regulatory support in connection with the cleanup of oil discharged from 
Line 6B were about $767 million as of October 31, 2011 .33 This figure also encompasses the 
estimated cost of the Federal govermnent's role in the cleanup, including employing contractors, 
which was an estimated $42 million. 

1.5 Environmental Conditions 

1.5.1 Meteorological 

The National Weather Service data recorded from Brooks Field AiIport, Marshall, 
Michigan, at 5:55 p.m. near the time of the rupture showed the wind was from 10° at 4 knots, 
with good visibility and clear skies, the temperature was 79° F, and the dew point was 59° F. 
A light to moderate rain had occurred on the morning of July 24. On July 25, skies were clearing 
during the afternoon and evening hours, the high temperature was 79° F, and the low temperature 
was 69° F. 

Weather reports from the W.K. Kellogg AiIport, Battle Creek, Michigan, about 13 miles 
west of Marshall, reported rainfall amounts of about 2.4 inches on July 22 and July 23, 0.6 inch 
on July 24, and 1.37 inches on July 25. 

1.5.2 Kalamazoo River Conditions 

On July 26 at 12:45 p.m., the U.S. Geological Survey (USGS) reported the 
Kalamazoo River level in Marshall, Michigan, was 7.19 feet. Within 24 hours, the river level fell 
below 6 feet. The established flood state for this location is 8 feet. The USGS gauging station on 
the Kalamazoo River in Marshall, Michigan, reported the average current velocity at 1.44 mph. 

1.6 Pipeline Information 

1.6.1 Pipeline History 

Enbridge documentation showed that the ruptured pipe segment was part of a purchase of 
30-inch pipe from Siderius Inc. of New York on November 14, 1968, which was manufactured 
by Italsider s.p.a. 34 An inspection report dated March 18, 1969, noted that the chemical 
analysis and mechanical tests met the requirements of API and Enbridge specifications. Upon 
fabrication, the pipe was shipped bare from the Italsider s.p.a. facility located in Taranto, Italy to 
the Port of Windsor, Ontario, and was delivered by truck to staging sites within Michigan. 
According to Enbridge, a field-applied spiral wrap of polyethylene tape coating was put on the 
pipe by machine at the time of Line 6B's construction. 

33 This was the most recent figure available at the time of this report. 

34 S.p.a. refers to Societa Per Azioni. a joint stock company with shareholders. 
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The ruptured segment was tested hydrostatically on November 21 1969. No leaks or 
ruptures were documented. The certification letter, from the hydrostatic testing contractor, dated 
Febmary 3, 1970, indicated that the ruptured segment had been tested to a minimum pressure of 
783 psig and a maximum pressure of 820 psig for a 24-hour period. Enbridge used 796 psig as 
the hydrostatic test pressure of the ruptured segment in the integrity management assessments. 
The SMYS 35 of the ruptured segment was about 867 psig. 

1.6.2 Pipeline Operating Pressure 

The pipeline segment that mptured had a maximlUll operating pressure (MOP) of 
624 psig. However, the Marshall PS downstream pressure was limited to 523 psig at the time of 
the accident based on defects identified during a 2007 in-line inspection for corrosion (these 
features did not contribute to the ruptlU'e) of Line 6B. Historical pressure trends show that the 
Marshall PS was operating at 624 psig l.mtil 2004 when Enbridge imposed a 525 psig pressure 
restriction. No pressures in excess of 532 psig were noted from 2005 up until the time of rupture. 
Based 011 the SCADA pressures readings at the time of the rupture, the highest recorded 
discharge pressw'e at the Marshall PS, immediately preceding the rupture, was 486 psig. (See 
appendix C). 

1.6.3 Site Description 

The ruptured segment was buried about 5 feet below the ground surface and located 
0.60 mile downstream from the Marshall PS. The rupture and release occurred in a wetland area 
near mile point (MP) 608.22 in Marshall Michigan. The wetlands were located in an 
undeveloped, mostly rural area about 0.4 mile west of 17 Mile Road and about 0.2 mile south of 
Division Drive. Industrial complexes were located north and west along 17 Mile Road, less than 
1 mile from the rupture site. The ruptured segment of Line 6B was operating in a high 
consequence area (RCA) identified as an "other populated area," which is defined at 
Title 49 Code of Federal Regulations (CFR) 195.450(3) as a place ''that contains a concentrated 
population, such as an incorporated or unincorporated city, town, village, or other designated 
residential or commercial area." 

1.6.4 Other Enbridge Pipeline Incidents 

ill 49 CFR 195.50, the Pipeline and Hazardous Materials Safety Administration 
(pHMSA) requires that pipeline operators submit an accident report for hazardous liquid 
releases, 110t related to a maintellance activity, that are 5 gallons or more and resulting in 
$50,000 property dama~e, explosion, or fire. PHMSA publishes the swnmaries from these 
reports on its website. 3 The PHMSA incidellt and accident statistics for liquid transmission 
onshore crude oil releases sorted by volume from 1986 through 2011 show that Enbridge 
releases represent the second and fifth largest crude oil spills and that the company is included in 

35 The SMYS is the internal pressure that produces a calculated hoop stress equivalent to the minimum yield 
strength of the material assuming a nominal wall thickness and outside diameter. 

36 Infonnation obtained from PHMSA's website <http://phmsa.dot.gov/pipelinellibrary/data-stats> (accessed 
June 5. 2012). 
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337 of the top 15 releases. The NTSB38 and the Transportation Safety Board of Canada (TSB) 
have investigated previous Enbridge leaks and ruptures that resulted from defects not remediated 
through the Enbridge integrity management program. 

1.6.4.1 Cohasset, Minnesota 

h1 2004, the NTSB issued a report on an Enbridge failure that occuned on July 4, 2002 
when Enbridge experienced a rupture and 252,000-gallon oil release on its Line 4, near Cohasset, 
MiImesota.39 The fractured segment was a United States Steel tape-coated 34-inch-diameter API 
Standard 5LX grade X52 DSAW pipe with 0.312-inch wall thickness, installed in 1967. 
Examination of the failed pipe revealed a 13-inch-Iong transportation-induced metal fatigue40 

crack that had initiated from the intemal sUlface of the pipe at multiple regions where the 
longitudinal seam weld intersected with the body of the pipe. The ruptured segment had been 
hydrostatically pressure tested in 1991 to 1,002 psig, and in-line inspections had been conducted 
twice in 1995 and once in 1996. Neither in-line inspection identified the fatigue crack that 
eventually grew to failure under repeated pressure cycling. Following the Cohasset accident a 
PIT (pIT Pipeline Solutions) review of the data found that the 1996 inspection data did not meet 
the reporting criteria used by the PIT analysts at the time and there had been problems with the 
in-line inspection tool. Examination of the 1995 tool runs revealed that the data quality issues 
prevented any detection ofthe crack that led to the eventual failure ofthe pipeline. 

At the time of the NTSB investigation into the Cohasset accident, Enbridge stated that it 
had just introduced the more sophisticated UltraScan Crack Detection (USCD) inspection tool in 
the United States in 2001. h1 addition, Enbridge prepared a pipeline inspection procedure that 
called for "the excavation of all crack-like indications unless an engineering assessment 
detennines that either the indication is acceptable based on a fitness-for-purpose calculation .... " 
Enbridge analyzed crack growth rates using information from the 2002 failure in Cohasset to 
develop the worst-case scenario crack and its predicted time to failure. Based on these findings , 
Enbridge proposed to the Research and Special Programs Administration, the predecessor of 
PHMSA, that a portion of Line 4 be reinspected using the new in-line inspection technology at 
intervals of 3 years. 

37 Onshore. crude oil releases attributed to Enbridge are Grand Rapids. Minnesota. 1.7 million gallons: 
Pembina, North Dakota, 1.3 million gallons: Marshall. Michigan, 0.8 million gallons. 

38 At the time of this report. the NTSB is also investigating a release from Enbridge's Line 6A that OCCUlTed on 
September 9, 2010. in Romeoville, lllinois. The release is estimated at 316,5961 allons of crude oil. Line 6A is a 
34-inch-diameter pipeline with 0.281-inch wall thickness. It was constructe in 1968 and protected with a 
polyethylene tape coating. The pipe was manumctured by A.O. Smith Corp. with a flash welded longitudinal seam. 
manumctured to API Standard 5LX grade X52. 

39 Rupture of Enbridge Pipeline and Release of 0 11de Oil near Cohasset, Minnesota, Ju~l' 4, 2002. Pipeline 
Accident ReportNTSBIPAR-04/01 (Washington. D.C.: National Transportation Safety Board. 2004). 

40 Transpol1atio1l-induced metal fatigue is a failure mechanism for pipe transported primarily by railroad and 
has also been associated with marine transportation. This type of fatigue is found along the longitudinal seam weld 
of the pipe and is caused by the cyclic stresses imposed during transportation as the pipe is subjected to frequent 
motion. 
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1.6.4.2 Glenavon, Saskatchewan 

The TSB investigated a rupture involving Enbridge's Line 3 near Glenavon, 
Saskatchewan,41 that resulted in a release of nearly 200,000 gallons of crude oil on 
April 15, 2007. The pipeline was installed in 1968. It was manufactured to the 1967 API 
5LX grade X52 specification with 0.28-inch wall thickness and a DSA W longitudinal seam. Tbe 
pipe was originally protected with a polyethylene tape wrap coating and bad an MOP of 652 psi. 
The TSB noted in its findings that the coating bad tented42 over the longitudinal seam weld, 
exposing it to a corrosive environment. The rupture was caused by cracking that bad initiated at a 
sballow area of corrosion (a corrosion groove) on the external surface of the pipe witb a deptb of 
less tban 0.016 inch (5 percent oftbe wall thickness) where tbe external longitudinal seam weld 
intersected with the body of the pipe and had propagated by fatigue up to a depth of 0.112 inch 
(40 percent of tbe wall thickness) through the pipe wall. The Enblidge integrity management 
program did not identify this defect for excavation following an engineering assessment of the 
defect after the last in-line inspection was conducted in 2006, 1 year before the rupture. 

According to the TSB's report findings: 

The verification procedure used by Enbridge was to compare [in-line inspection] 
estimated crack sizes, and associated calculated failure pressures with results 
obtained in the field by non-destructive ultrasonic inspection or crack grinding, or 
a combination of the two. Enbridge considers field and [in-line inspection] data to 
be sufficiently accurate if the data falls within an error band of plus or minus 
10 percent. 

The TSB's report also raised several issues regarding the quality of the inspection results 
and the analysis: 

• In 2005, although Enbridge recalculated the crack growth rate to reflect the more 
aggressive pressure cycles, the parameters Enbridge used during that analysis did not 
accurately reflect the actual crack growth rate. 

• The analysis of the 2006 in-line inspection data underestimated the depth of the 
deepest section of the fatigue crack. 

The TSB determined tbat "The accuracy of the predictions of the crack growth model 
depends on the accuracy of the input parameters, including initial crack size. If any of these 
parameters have been underestimated actual crack growth rates will exceed predicted values." 
The TSB stated the following: 

When input parameters for the modeling of crack growth rates do not reflect 
probabilities and tolerances associated with the detection and sizing capabilities of 
[in-line inspection] ultrasonic crack detection tools as well as actual pipe 
conditions, actual crack growth rates may exceed estimated values. 

41 Transportation Safety Board of Canada. Cl1Ide Oil Pipeline Rlphtre, Enbridge Pipelines Inc. Line 3, 
Mile Post 506.221 7, Nem· G/enOl·on, Saslmtchell'ffll. 15 APli12007. Pipeline Investigative Report P07HOOI4. 

42 See section 1.7.1, "Coating," of this report for further infonnation about tenting. 
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1.7 Examination of the Accident Pipe 

The ruptured pipe seF,ent was 39 feet 10.75 inches long. The longitudinal seam was 
oriented at 99.50 clockwise.4 A 50-foot length of pipe that included the rupture was removed 
and cut into two sections for shipping to the NTSB's Materials Laboratory for examination. The 
upstream section measured 23 feet 4 inches. The downstream section measured 26 feet 
10.25 iuches. (See figure 11.) r--------- 50 ft 2 25 In Removed from trench and cut Into two sections 

r---- 23 ft 4 in Upstream section ------f--o---- 26 ft 10.25 in Downstream section -----.\ 
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Figure 11. Line 68 ruptured segment showing upstream and downstream sections used for 
Materials Laboratory examination. Detail 8 shows tented coating over the longitudinal seam 
weld. 

43 Clockwise means 8S viewed facing the direction of flow. The top of the pipe is 0°, or the 12 o'clock position. 
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1.7.1 Coating 

The ntptured segment was coated with a single wrap of Polyken 960-13 polyethylene 
tape with an adhesive backing. Enbridge reported that the tape coating had been applied in the 
field by a machine using Polyken 919 primer on the pipe. Examination revealed longitudinally 
oriented wrinkles in the coating, mostly near the 3 and 9 o'clock positions (viewed in the 
direction of flow). Wrinkling and tenting were observed along most of the ntptured segment, 
most pron01.lllced at the 3 o'clock position over the longitudinal seam. Wrinkling and tenting are 
forms of disbondment of the coating. (The loss of the bond [the adhesion] between a pipeline and 
its protective coating commonly is called disbondment, which has been known to allow moisture 
to become trapped between the surface of the pipe and the tape, creating an environment that 
may be corrosive.) The pattern and location of the wrinkles in the tape coating were consistent 
with soil loads acting on the pipe.44 Con'osion was observed beneath the areas where the 
adhesive bond between the pipe and its protective tape coating had deteriorated. In the areas of 
disbondment, metal loss was found around and below the longitudinal seam in the upstream and 
downstream sections of pipe. Because the tape had become disbonded, the pipeline's cathodic 
protection 45 was prevented from reaching the pipe; it no longer prevented corrosion from 
occurring. 

1.7.2 Corrosion 

External corrosion was observed along the length of the pipe in areas where the coating 
had disbonded. The corrosion was generally shallow with interspersed deeper pits and did not 
show a morphology typically associated with microbial-induced corrosion. The deepest 
corrosion pit measured in the vicinity of the ntpture, near the deepest crack penetration, was 
0.078 inch. The internal surface of the pipe was free from any apparent corrosion or other visible 
surface anomalies. 

1.7.3 Microbial Corrosion 

The EPA and the NTSB conducted testing for activity of microorganisms typically found 
to cause corrosion in pipes. Microbial test results depend upon many factors, such as, when and 
where the samples were taken. During its testing, the EPA used liquid samples that were 
collected from the space between the pipe surface and the coating; whereas, the NTSB used 
samples that were collected several weeks after the accident from the pipe surface immediately 
after the coating was removed. 

44 Soil loads can act to either open or close tentin~ gaps. and soil loads can cause wrinkles to fonn after a pipe's 
installation. Soil loads on top of a pipe tend to close tentmg gaps, whereas soil loads on a side of the pipe tend to 
open tenting gaps and wrinkles. Tenting gaps and wrinkles are most prevalent near the 3 o'clock and 9 o'clock 
positions of a pipe. 

45 Cathodic protectio1l is a corrosion mitigation method used by the pipeline industry to protect undefFOund 
steel structures. The system uses direct current power supplies at selected locations along the pipeline to supply 
protective electrical current. Cathodic protection CWTent is forced to flow in the opposite direction of CWTents 
produced by corrosion cells. The protective current is supplied to the pipeline throuJili a ground bed that typically 
contains a string of suitable anodes, with soil as an electrolyte. A wire connected to tJie pipeline provides the return 
path for the current to complete the circuit. 
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On August 6, 2010, after the ruptured pipe was exposed in the trench, the EPA conducted 
three microbial tests of the liquid samples extracted from the space between the longitudinal 
seam and the tape coating. A high concentration (that is, at least 100,000 cells/milliliter) of 
various microorganisms-including sulfate-reducing bacteria, acid-producing bacteria, and 
anaerobic bacteria-were found in two of the three samples. 

On August 27, 2010, the NTSB conducted additional microbial tests at its materials 
laboratory. Corrosion products and deposit samples were taken from the external swface at the 
longitudinal seanl and from another area away from the longitudinal seam. Low concentrations 
(that is, 1 to 10 cells/milliliter) of anaerobic and acid-producing bacteria were detected in the 
longitudinal seam sample, and a low concentration of anaerobic bacteria was found in a base 
metal sample. No sulfate-reducing bacteria were detected. In addition, features typically 
associated with microbial corrosion were not observed on the corroded areas of the pipe. 

1.7.4 The Fracture 

The fracture measured 6 feet 8.25 inches in length with the upstream end of the fracture 
located 24 feet 5.75 inches away from the upstream girth weld. The widest point along the 
fracture measured 5.32 inches and was about 4 feet from the upstream end of the rupture. The 
upper fracture face at the widest opening was measured at 1.38 inches below the longitudinal 
seam weld away from the heat-affected zone, with this offset ranging from 0.5 to 1.5 inches 
below the longitudinal weld seam for the length of the fracture face. (See figure 12.) 

Figure 12. The outside surface of the pipe looking at the fracture area cut for lab examination. 

Examination of the fracture face revealed features on slightly offset planes consistent 
with preexisting cracks initiating from multiple origins in corroded areas on the exterior surface. 
Evidence of preexisting cracks at various penetration depths was observed across nearly the 
entire length of the fracture surface. The area of deepest pre~xisting crack penetration, relative to 
the original local wall thickness, was located 50.25 inches from the upstream end ofthe rupture. 

A continuous series of preexisting cracks was found extending from the outer edge of the 
fracture surface, linked together on the fracture surface, up to 10.8 inches upstream and 
7.9 inches downstream from the area of deepest penetration. (See figure 13.) Black oxide was 
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observed on the preexisting crack portion of the fracture consistent with oxidation m an 
oxygen-poor environment. 

Figure 13. Curving arrest lines of preexisting cracks along the upper fracture face shown after 
cleaning to remove oxides. White arrows indicate multiple origin areas of preexisting cracks. 

At the deepest crack penetration (see figure 14), the preexisting cracks extended 
0.213 inch deep into the wall of the pipe relative to the original exterior surface, or 83.9 percent 
of the original wall thickness of 0.254 inch. The curving line in figure 14 indicates the extent of 
preexisting crack growth near the deepest penetration. The remainder of the fracture face had 
rough, matte gray features consistent with an overstress fracture. The preexisting cracks had 
fracture features perpendicular to the outside surface, consistent with corrosion fatigue 46.47 or 
near-neutral pH stress corrosion cracking (see).48 Fine crack arrest features were present within 
about 0.015 inch of the crack origins with broader crack arrest features appearing farther away 
from the origins. These crack arrest features were indications of progressive crack growth and 
can be associated with corrosion fatigue or near-neutral pH Sec. 

46 COl7'osion f atigue is a mode of cracking in materials under the combined actions of cyclic loading and a 
corrosive environment. Corrosion fatigue crack growth rates can be substantially higher in the corrosive 
environment than fatigue crack growth under cyclic loading in a benign environment. 

47 (a) National Energy Board Report of the Inquiry MH-2-95. Public Inquil:V Conceming Stress COlTosion 
Cracking on Callodian Oil and Gas Pipelines, National Energy Board Canada (1996). (b) Fractograph.l'. Metals 
Handbook, Ninth Edition. Vol. 12, ASM International, 1987. (c) J.1. Dickson and J.P. Bailon. "The Fractography of 
Environmentally Assisted Cracking," in AS. Krausz, ed .. Time Dependent Frachtre: Proceedings of the Elel'entl, 
Canadian Fracture Conference, June 1984, Oltmm. Canada (Dordrecht: M. NijhoffPublishers. 1985). 

48 Near-neutral pH SCC is a form of cracking produced under the combined action of corrosion and tensile 
stress typically manifesting as clusters of small cracks in the external body of the pipe that can form long shallow 
flaws. Near-neutral pH SCC cracks propagate through the metal ~ boundaries and with little secondary 
branching. It was first noted on a polyethylene-tape-coated pipeline m the TransCanada Pipelines system in the 
1980s. 
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Figure 14. Close view of fracture surface area in the area of deepest crack penetration. The 
solid blue line indicates the extent of the preexisting crack penetration. 

A cross-section through the fracture was pre~ared as shown in figure 15. The preexisting 
crack portion of the fracture showed a trans granular 9 fracture path with limited crack branching, 
consistent with near-neutral pH see or corrosion fatigue . Multiple closely spaced and parallel 
secondruy cracks (with trans granular propagation paths and limited crack branching) emanated 
from corrosion pits on the outside wall near the fracture face, also consistent with corrosion 
fatigue or near-neutral pH Sec. The deepest secondary crack extended through about 43 percent 
of the wall thickness. 

49 A fracture that propagates through the metal grains rather than following the grain boundaries. 
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Figure 15. Transverse section through the top of the fracture showing multiple parallel cracks 
emanating from corrosion pits on the outside surface. 

1.7.5 Crack and Corrosion Depth Profile 

The preexisting crack depth and corrosion depth along the length of the rupture was 
measmed relative to the original local wall thickness (as shown in figme 16). so The corrosion 
depths, which were measmed on the fracture face under a microscope, did not necessarily reflect 
the deepest corrosion within the field of view but reflected the con'osion depth at the location 
where the crack depth was measured for each point. The corrosion depth at the location of 
deepest penetration measmed in the plane of fracture was about 0.030 inch relative to the 
original wall thickness. The maximum depth of penetration of the preexisting cracks relative to 
the approximate original exterior wall surface was 0.213 inch at a location corresponding to 
approximately 28 feet 8 inches (344 inches) downstream of the upstream girth weld. 

so Original wall thickness was measured adjacent to the fracture in area app~ free of corrosion. The 
original outer wan location relative to the fracture was determined from the thickness measurement relative to the 
inner edge of the fracture face. 
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Out~r wall - origillal wall thickness t 

Figure 16. Lab measurements of crack and corrosion depths along the fracture face measured 
from images similar to figure 14 near area of deepest penetration (about 344 inches from 
upstream girth weld). 

1.7.6 Mechanical Testing and Chemical Analysis 

Tensile properties of all test specimens confotmed to the requirements for yield strength, 
tensile strength, and elongation of grade XS2 pipe as specified in the 1968 API Standard SLX, 
Specificatio11 for High-Test Line Pipe. The chemical analysis for each sample tested confotmed 
to the requirements for XS2 pipe as specified in the 1968 API Standard SLX, Specificati01l for 
High-Test Line Pipe. 

1.8 PHMSA Integrity Management Regulation 

1.8.1 Pipeline Integrity Management in High Consequence Areas 

On December 1, 2000, PHMSA amended 49 CFR Part 19S to require pipeline operating 
companies with 500 or more miles of hazardous liquid and carbon dioxide pipelines to conduct 
integrity management in HCAs.51 On January 16, 2002, PHMSA extended this regulation to 
include operators who owned or operated less than SOO miles of hazardous liquid and carbon 
dioxide pipelines. 52 

51 Federal Register, vol. 65, no. 232 (December 1. 2000), p. 75378. 

52 Federal Register, vol. 67. no. 11 (January 16, 2002), p. 2135. 
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Based on the conunents PHMSA received in 2001 , it amended the integrity management 
regulation, including the repair and mitigation provisions on January 14 2002,53 which became 
effective on May 29, 2001, except for paragraph (h) of 49 CFR 195.452, which became effective 
on Febntary 13, 2002 . According to PHMSA, the API had objected to the use of the word 
"repair" to describe the action required to address anomalies that could reduce a pipeline's 
integrity. PHMSA agreed with the API that the word "repair" might be too narrow to cover the 
range of actions an operator could take to address a safety issue. PHMSA replaced the word 
"repair" with "remediate." PHMSA also stated that although it firmly believes that repair is 
necessary to address many anomalies, it may not be necessary in all cases. 

1.8.2 Elements of Integrity Management and Integration of Threats 

As published, 49 CFR 195.452(e) lists risk factors (that is, pipe size, material, leak 
history repair history, and coating type) that a pipeline operator must consider for establishing 
both baseline and continued pipeline assessment schedules. The elements of an integrity 
management program are listed in 49 CFR 195.452(f) . Specifically, an operator must include, 
"an analysis that integrates all available information about the integrity of the entire pipeline and 
the consequences of a failure" in its written integrity management program. 

The director of PHMSA's engineering and research division told investigators that 
"integration of all information about the integrity of the pipeline" in 49 CFR 195.452(f)(3) 
means that all threats are to be evaluated using an overlay or side-by-side analysis that would 
include cathodic protection, coating swveys, in-line inspection tool findings (for example, 
geometry, crack, and corrosion), and previous dig rep0l1s. He expected PHMSA inspectors to 
look for issues during an inspection to ensure that operators are implementing this methodology. 

1.8.3 Discovery of Condition 

Title 49 CFR 195.452(h) explains the actions an operator must take to address integrity 
issues for liquid pipelines in HCAs. Under the general requirements, "an operator must take 
prompt action to address all anomalous conditions the operator discovers through the integrity 
assessment or information analysis." The regulation further states the following: 

Discovery of a condition occurs when an operator has adequate information about 
the condition to determine that the condition presents a potential threat to the 
integrity of the pipeline. An operator must promptly, but no later than 180 days 
after an integrity assessment, obtain sufficient information about a condition to 
make that detennination, unless the operator can demonstrate that the 180-day 
period is impracticable. 

53 Federal Register. vol. 67. no. 9 (January 14. 2002). p. 1650. 
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1.8.4 Immediate and 180-Day Conditions 

Title 49 CFR 195.452(h)(4)(i) requires inunediate repair for several conditions, including 
those exhibiting "metal loss greater than 80 percent of [the] nominal wall regardless of 
dimensions" and those for which "a calculation of remaining strength of the pipe shows a 
predicted burst pressw'e less than the established maximum operating pressure at the location of 
the anomaly." The regulation identifies two acceptable methods of calculating the remaining 
strength of corroded pipe. Title 49 CFR 195.452(h)(4)(iii) addresses nine conditions that require 
remediation within 180 days. Four of these are listed below: 

(D) a calculation of the remaining strength of the pipe that shows an operating 
pressure that is less than the current established maximum operating pressure at 
the location of the anomaly. Suitable remaining strength calculation methods 
include, but are not limited to, [American Society of Mechanical Engineers 
(ASME)]/[American National Standards Institute] B31G ("Manual for 
Detennining the Remaining Strength of Corroded Pipelines" (1991)) or AGA 
Pipeline Research Connnittee Project PR-3-805 ("A Modified Criterion for 
evaluating the Remaining Strength of Corroded Pipe" (December 1989)). 

(G) A potential crack indication that when excavated is determined to be a crack. 

(H) Corrosion of or along a longitudinal seam weld. 

(I) A gouge or a groove greater than 12.5 percent of nominal wall. 

On March 15, 2012, NTSB staff met with PHMSA representatives to discuss regulations 
covering hazardous liquid pipelines. During the meeting, the director of PHMSA's engineering 
and research division stated that in accordance with 49 CFR 195.452 (h)(4)(iii)(G), PHMSA 
expects that all cracks will be excavated. 

1.9 Enbridge Integrity Management Program 

The Enbridge pipeline integrity department has been responsible for monitoring and 
implementing repair or remediation activities that are pertinent to mainline pipelines. The 
department is divided into three groups responsible for evaluating the risks associated with 
corrosion, cracks, and geometry-related issues. All of the groups rely on in-line inspection 
technologies to assess the integrity of the pipeline and identify potential threats. The crack and 
corrosion groups perform engineering assessments on the data received from the final in-line 
inspection reports to prioritize and schedule pipeline excavations. Excavations are conducted to 
evaluate the in-line inspection results, to remediate or repair defects, and to examine the 
condition of the pipeline segment. 
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1.9.1 Corrosion Management 

Enbridge's corrosion management group is responsible for both internal and external 
pipeline corrosion. SCC is evaluated under the crack management program. 

Enbridge evaluated pipeline internal corrosion susceptibility by integrating and 
evaluating data on pipeline characteristics, in-line inspection data, operating conditions, pipeline 
cleanliness, crude aud sludge sampling, aud historical leak data. In 1996, Enbridge begau a 
chemical inhibition program to prevent internal COlTosion of Line 6B by using au inhibitor. 

The corrosion mauagement group monitors and inspects for external corrosion primarily 
through in-line inspections. The integrity analysis engineer is responsible for developing a list of 
features to be excavated (that is, the dig list) based on au analysis of the corrosion in-line 
inspection data. The corrosion group relies on two different tool inspection technologies 
(ultrasonic aud magnetic flux leakage [MFL]) to locate aud detect corrosion defects in the 
pipeline. The dig list developed from the inspection final report will include all features that meet 
the excavation criteria that have not been excavated, assessed, aud repaired in the past. 
Enbridge 's corrosion excavation criterion is to excavate any feature that either exceeds 
50 percent wall thickness loss or has a predicted failure pressure of less thau 1.39 times the 
MOP. Enbridge had no clearly documented procedure that req1,lired the integrity aualysis 
engineer to share corrosion in-line inspection data and excavation data with the people 
responsible to develop a dig list from crack or geometry tool in-line inspection data. According 
to Enbridge procedures, Enbridge would impose a pressure restriction for any feature requiring 
immediate repair. For a corrosion feature, the pressure restriction was based on 
ASME-sponsored code B31 G, 2009 edition, Manual for Determining the Remaining Strength 
of Corroded Pipelines: Supplement to ASME B31 Code for Pressure Pipi11g. 54 This is an 
approved method for calculating the remaining strength of the pipe for corrosion specified at 
49 CFR 195.452. 

1.9.2 Crack Management 

To monitor its pipelines for cracks, Enbridge used in-line inspections direct assessment 
(excavation aud examination) aud fitness-for-service 55 engineering assessment techniques. 56 

Enbridge performed engineering assessments to mauage crack defects identified through in-line 
inspections of its pipelines. Enbridge relied on a single ultrasonic crack inspection technology 
(the USCD tool) to perform crack inspections. 

54 The ASME-sponsored codes for pressure piping in tius report are referred to as ASME codes. even thoujlh 
several other organizations have also been associated with thelC development over time. The ASME code tOr 
pressure piping was originally developed in cooperation with the American Engineering Standards conunittee, 
which later changed its name to the American Standards Association. and then to the American National Standards 
Institute, Inc. 

55 Fitness-for-purpose and fitness-for-service have been used interchangeably. representing engineering 
assessments used to calculate the adequacy of a structure for continued service under cummt conditions. 

56 The fitness-for-service techniques were consistent with the British Standard 7910, "Guide to Methods 
for Assessing the Acceptability of Flaws in Metallic Structures," and API 579-IIASME FFS-l 2007, 
Fitlless-!ol'-Sen ·ice. 
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Enbridge's crack management group received a finalized in-line inspection report 
characterizing defects, which included crack-like or crack-field features. Enbridge interpreted 
crack-like as single linear cracks and crack-field indications as SCC colonies and applied 
separate criteria for excavation to each characterization. For crack-like features, the report 
included a maxiIuwnlengtll and depth. For crack-field features, the report included the length of 
the colony, the longest crack indication (individual crack) in the colony and a maxiInwn depth. 
In 2005, Enbridge requested all crack depths be reported as a percentage of the tool-reported wall 
thickness. The crack depths were reported in ranges ofless than 12.5 percent, 12.5 to 25 percent, 
25 percent to 40 percent, and greater than 40 percent of wall thickness. 

Enbridge excavation criteria for crack-like features was a predicted failure pressure from 
an engineering assessment less than the hydrostatic test pressure, which is defined as 1.25 times 
the MOP under 49 CFR 195.304. For crack-field features, Enbridge selected features that had a 
longest indication greater than 2.5 inches long or had a depth of 25 to 40 percent of the wall 
thickness. For a crack feature, the pressure restrictions were imposed based on a remaining 
strength calculation that showed a failure pressure less than the hydrostatic test pressure. 57 (The 
MOP was 624 psig for the ruptured segment.) 

Enhridge provided the crack management excavation program swnmary worksheet from 
its 2005 crack tool in-line inspection showing over 15000 defects on Line 6B. The worksheet 
listed 929 crack-like features identified by the in-line inspection tool; 29 of these features had a 
calculated failure pressure that was less than the hydrostatic test pressure (Enhridge crack 
excavation criteria). More than twice as many features (61 of the 929) had a calculated failure 
pressure that was less than 1.39 times the MOP (Enbridge's corrosion excavation criteria). All 
crack-field features 2.5 inches long or greater had been excavated. 

1.9.3 In-line Inspection Intervals 

Fatigue crack growth analysis was conducted by Enbridge on crack-like crack-field, and 
notch-like features. Pressure cycle loading based on historical pressure data was used in the 
crack growth model, and a resulting fatigue life was determined. The tiIne for the next scheduled 
in-line inspection for cracks was set to be no more than half the calculated fatigue life of any 
feature remaining in the line. Title 49 CFR 195.452(j)(3) requires that operators set 5-year 
intervals not to exceed 68 months for continually assessing the pipeline's integrity. Enhridge 
fatigue life calculations conducted using the 2005 in-line crack inspection data for Line 6B 
resulted in an estiInated reinspection intelval greater than the 5-year interval mandated under the 
regulation. Enbridge was performing the next in-line crack inspection of Line 6B in 2010 at the 
tiIne ofthe accident. 

57 Under 49 CFR 195.304. this is stated as a minimum of 1.25 times the MOP. 
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1.9.4 Stress Corrosion Cracking 

Enbridge's crack management plan focused on fatigue and Scc. The Enbridge SCC plan 
is part of its overall crack management program. About 39 percent of the Enbridge pipeline 
system is considered to have susceptibility to SCC based on the Canadian Energy Pipeline 
Association (CEPA) 1997 standard on SCC. About 35 percent of the total pipeline system has 
high susceptibility to SCC. The SCC management plan was developed about 1996 following the 
National Energy Board (NEB) public hearings on SCC in pipelines. 

As a policy, Enbridge examined all excavated pipeline segments for SCc.58 CEPA's 
recommended SCC mitigation approach included hydrostatic retesting, in-line inspection if 
appropriate tools were available, extensive pipe replacement, and recoating. CEP A considered 
hydrostatic retesting and in-line inspection to be temporary mitigation techniques. In contrast, 
repairs such as recoating the pipe, installing sleeves, grinding away the defects, and replacing the 
pipe were permanent mitigation techniques. According to CEP A, hydrostatic retesting has been 
shown to be an effective means for identifying near-critical axial defects, such as SCC. 

1.9.5 Coating and Cathodic Protection 

Line 6B was coated with field-applied Polyken number 960 polyethylene tape coating. 
Enbridge operates over 1,100 miles of polyethylene-tape-coated pipelines in the United States, 
which represents about 25 percent of its U.S.-based transmission mileage. Tape-coated portions 
of Line 6A (410 miles) and Line 6B (283 miles) represent the two longest pipelines making up 
the 25 percent. Enbridge Lines 6A and 6B were both installed in the late 1960s. The coating on 
Line 6B was composed of a 9-mil-thick59 polyethylene backing and a 4-mil-thick synthetic 
rubber (synthetic resin) adhesive. According to Enbridge, this type of external tape coating and 
its typical degradation mode are key factors in determining the pipeline's potential susceptibility 
to Scc. This susceptibility to SCC was due to the higher tendency of this tape coating to lose 
adhesion (disbondment), exposing the pipe to a potentially corrosive environment while 
preventing cathodic protection from reaching the pipe. 

In addition to the polyethylene tape wrap on Line 6B, Enbridge operated a cathodic 
protection system to protect the line from corrosion. Pipe-to-soil electrical potential readings 
taken on July 31, 2010, showed operating levels were above the minimum acceptable criteria 
established under 49 CPR 195.571. Even with cathodic protection levels operating in excess of 
the minimum levels specified in the regulations, disbonded tape coating can shield the cathodic 
protection current from reaching the exposed pipe wall, allowing corrosion to form on the 
external pipe swface. 

58 An sec colony is assessed to be "significant" if the deepest crack. in a series of interacting cracks, is greater 
than 10 ~rcent of wall thickness. and the total interacting length of the cracks is equal to or greater than 75 percent 
of the cotical crack length ofa 50-percent through wall crack at a stress level of 110 percent of SMYS. 

59 One mil equals 1/1,000 inch. 
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1.9.6 In-llne Inspection Tools 

A variety of in-line inspection tool technologies are used to estimate the size and location 
of defects that may be on the inside or outside surfaces of the pipe wall. Different tools and 
technologies are employed by operators depending on the type orientation and location of the 
defects. Since 2004 Enbridge had inspected Line 6B using three types of tools: UltraScan Wall 
Measurement (USWM), USeD, and MFL. 

The USWM tool, which is an Elastic Wave tool, works by sending ultrasound in two 
directions through the pipe wall and is useful for detecting wall thickness lost to COITosion. The 
USCD tool detects longitudinal defects (cracks) in a pipe wall using the reflected ultrasonic 
signals from the defects in the pipe wall to locate and size cracks. The transverse MFL tool relies 
on magnetic fields to detect defects (cracks and corrosion) in the pipe wall and longitudinal 
seams. 

Despite their sophistication, the detection capabilities of in-line inspection tools have 
linlitations. Each tool technology has a stated minimum defect size that can be detected and the 
tool can be subjected to interference from nearby anomalies or geometry. The ability of the tool 
to detect a feature of minimum size is known as the probability of detection. Probability of 
indication represents the uncertainty involved in the post-processing and interpretation of the raw 
signals. Once detected, tool data are analyzed through sizing and selection algorithms and, 
finally, by a data analyst, who characterizes the feature by type. 

Enbridge told NTSB investigators that, when the right technology and processes are 
implemented, in-line inspection has been shown to be more effective than hydrostatic testing at 
maintaining a reliable pipeline. At the time of the accident, Enbridge had not performed 
hydrostatic pressure testing on Line 6B since the time of its construction. Enbridge stated it 
preferred to assess line integrity using in-line inspection tools. 

1.9.6.1 USeD Tool 

The useD tool was designed to detect, locate, and size axially aligned cracks in liquid 
pipelines; it requires a liquid coupling between the ultrasonic sensors and the inner pipe wall to 
allow sound waves to pass between the tool and the pipeline. The amplitude of the sound 
returning at 45° allows estimation of the depth of a crack or cracks in the pipeline. A crack must 
be more than 1.18 inches long and 0.0393 inch deep to be detected by the tool and characterized 
by the in-line inspection analyst. The tool reports single (crack-like) and multiple cracks (crack 
fields) that are axially aligned, in both the body of the pipe and the seam weld area. To account 
for uncertainty in the depth sizing, the useD tool has a tolerance of ±O.02 inch for reported 
feature depths. However Enbridge did not account for a tool tolerance in its analysis of the crack 
depths in the 2005 USeD analysis. 

In 2005, Enbridge requested that the crack depth be reported in depth ranges expressed as 
a percentage of the tool-reported wall thickness. Crack depths are reported in ranges to account 
for error in the tool's ability to estimate depth. The tool-reported depth ranges were as follows: 
0-12.5 percent, 12.5- 25 percent, 25-40 percent, and greater than 40 percent. 
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The useD tool reported a wall thickness value for each segment of pipe. According to 
PIT, the wall thickness was measured by the tool to facilitate feature sizing; the measurement was 
not intended to be an accurate representation of the local wall thickness of the segment. 

PIT stated that for cracks above the detection tlueshold and located in shallow corroded 
areas, the detection and identification would be distinctive and based on the reflected echo; 
however, the reported depth would relate only to the crack indication, not to the depth of the 
corrosion. (Therefore, it is important to note that the corrosion depth must be added to the crack 
estimated depth to establish the true extent of the crack depth.) An exception to this occurs when 
a crack is located at the edge of steep-sided corrosion. In this case, corrosion depth will not affect 
the depth sizing and the tool will report the actual crack depth. PIT ftuther stated that the 
infornlation regarding the impacts of corrosion on crack sizing was not mentioned in its 
brochures and had not explicitly been given to Enbridge. The following impacts on ferfonnance 
may occur when an in-line inspection tool is detecting a crack in shallow corrosion:6 

• [Probability of detection] - Signals reflected by corrosion could be diffused and 
overlaid on the signals of shallow cracks. 

• [Probability of indication] - Weak signals could be identified as rough surface and 
therefore not sized and repol1ed. 

• Depth Estimation - The sizing pelformance could be affected by diffused and 
overlaid signals of the corrosion. 

Enbridge's director of the integrity management program told NTSB investigators that an 
operator should consider the corrosion and crack features identified by in-line inspection tools; 
however, Enbridge prefers to monitor tool accuracy by comparing the in-line inspection tool 
reported depths with the actual depths measured at the time of excavation. The Enbridge 2005 
and 2006 field excavation evaluation procedures stated that defect depth should include crack 
depth plus wall loss, but in 2005 no similar process was in place under the integrity crack 
management program to incorporate the findings from field evaluations of the tool-reported 
crack depth into the engineering assessments. 

1.9.7 Enbrldge Postaccident Threat Assessment Review 

Dynamic Risk Assessment SystelDS, mc., a contractor, conducted a systemwide tlueat 
assessment review for Enbridge in 2011. Based on Enbridge's 1984-2010 leak report database, 
the review concluded that external corrosion had caused 14 percent of the past failures. 
Environmentally assisted cracking61 was responsible for 3 percent of the failures . The review 
report stated, "External metal loss is one of the morphological traits associated with near-neutral 
pH see and corrosion fatigue." The report further stated, ''the environmentally assisted cracking 
mechanism that is most prevalent along Enbridge's liquid pipeline system is either near-neutral 

60 See the item titled "IMP [Integrity Manai ement Proif81ll] PIT Docwnents" in the NTSB public docket for 
this accident. 

61 An environmentally assisted crack is corrosion fatigue or stress corrosion cracking that is accelerated by a 
corrosive environment. 
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pH see or corrosion fatigue." For Line 6B, the review report categorized manufacturing defects 
and external corrosion as significant threats and see as a moderate threat. 

1.9.8 Prior In-Line Inspections of Line 68 

In-line corrosion inspections were perfonned in 2004, 2007, and 2009 using both MFL 
and ultrasonic in-line inspection tools. The first in-line crack inspection perfonned on Line 6B 
following the introduction of the integrity management rule was in 2005 using the USeD tool. 
The following are summary findings from those inspection reports. 

1.9.8.1 2004 Ultrasonic Wall Measurement In-Line Inspection 

In 2004, Enbridge contracted PIT to conduct an in-line corrosion inspection on Line 6B 
using an USWM tool. The PIT inspection report for tlus inspection listed 50,270 corrosion 
features on Line 6B, with 1,037 of those features having predicted failure pressures of less than 
1.39 times the MOP or SMYS. Sixteen external corrosion features identified from the inspection 
were located on the ruptured segment; 12 of these were on the longitudinal seam weld, and 
4 were near the seam weld. Four regions of external corrosion were identified within the 
immediate rupture location (see figure 17); however, none of these features met the Enbridge 
criteria for excavation (predicted failure pressure that was less than 1.39 times the MOP). At the 
location within the fracture corresponding to the deepest preexisting crack penetration 62 
identified by the NTSB Materials Laboratory, the 2004 USWM inspection report documented an 
area of corrosion measuring 18.5 inches long located about 0.80 inch below the longitudinal 
seam weld with a maximum recorded depth of 0.087 inch (34 percent of the wall thickness). This 
area of corrosion was located 27.92 feet from the upstream girth weld. In June 2004, Enbridge 
imposed a pressure restriction at the Marshall PS based on corrosion findings (downstream of the 
Marshall PS near MP 611) from the 2004 in-line inspection that limited the discharge pressure to 
525 psig. The 2004 inspection results included some corrosion indications with estimated depths 
that might have been undersized due to echo loss.63 To supplement the readings affected by the 
echo loss Enbridge perfonned a second corrosion inspection in 2007. 

62 Located 28 feet 8 inches from the upstream girth weld. 

63 Echo loss occurs when the sound signal is not reflected back to the transducer of the inspection tool, resultin~ 
in missin~ or lost data. PII stated that it used an algorithm to detennine the depth of features in cases where echo 
loss occurred. 
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24 ft 6.0 in Distance 
~ to first indication 

over the fracture region 

Fracture detail t---·-l-- 15.36In 

2004 USWM corrosion roatul'08 on the ruptured segment 

Feature 10 
Dlatance from upatream 

Width of area (degrees) 
Local wall Length of araa Deepest Indication 

g irth weld (ftl thickness (in) (In) (In) 

1 10.22 101 . 107 0268 7 0 047 
2 1173 101· 109 028 118 0 047 
3 20 24 101 · 118 026 25.9 0.055 
4 24 5 101 · 120 0 252 18.4 0 055 
5 26 44 91 · 97 026 2 4 0 047 
6 27 92 100 - 153 0 252 185 0087 
7 297 101 ·108 0 252 58 0047 
8 30.52 93 · 96 0252 0 6 0047 
9 30 n 91 · 96 0 252 4 1 0047 
10 3096 101 . 116 0 252 4 3 0.047 
11 32 87 101 -109 0 252 4 .7 0055 
12 33 41 101 • 104 0 252 16 0.047 
13 33.82 91· 109 0 252 16.5 0055 
14 36 02 88 · 123 0 252 27.4 0063 
15 3824 109 ·115 026 12 0047 
16 387 100·104 026 0055 

Tho Iongtludinalsoam weld WII8 reported by tho tool aa orlontDd 100 degrooa clockwlso from tho top of tho plpo 

Figure 17. 2004 corrosion inspection of Line 68 and 16 regions of corrosion identified by the 
tool on the ruptured pipe segment. The detail view shows the areas of corrosion overlapped with 
the rupture location. 
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1.9.8.2 2005 In-Line Inspectlon-PII USCD Crack Tool Results 

The 2005 USCD tool report identified 7,257 crack-like, crack-field, and notch-like 
features on Line 6B. The report included six indications of crack-like features located on the 
external sluiace that were adjacent to the weld in the ruptured segment. All of the features in the 
ruptured segment were oriented between 98° to 102° relative to the top of the pipe and were 
located below the longitudinal weld seam which the inspection report stated was at 96° relative 
to the top of the pipe. 

Wall thickness of the mptured segment was measured by the 2005 US CD in-line 
inspection tool and reported as 0.285 inch for the entire segment length. This tool reported wall 
thickness was used by PIT when reporting the depths of all crack features as a percentage of wall 
thickness. PIT stated that the wall thickness measured by the tool is not intended to be a local 
indication of wall thickness in the pipe segment. The tool-reported wall thickness value and 
crack depths64 (reported as a percentage of tool-reported wall thickness) were used by Enbridge 
when conducting the engineering assessments of predicted failure pressure and fatigue life of the 
cracks. The assessments were the basis of selection for pipeline excavation and reinspection 
intervals. 

PIT identified six crack-like indications in the 2005 Line 68 in-line inspection report for 
the mptured pipe segment. (See figure 18.) Two of the crack defects had depths of 12 to 
25 percent of the tool-reported wall thickness. These features were 25.5 inches and 51.6 inches 
long and were located directly over the area of rupture. The deepest (with a depth of 25 to 
40 percent of the tool-reported wall thickness) of the six crack-like features was 9.3 inches long 
and was located 11.04 feet from the upstream girth weld of the ruptured segment. 

64 The Enbridgeprocedure required that the maximum depth range be used for an initial engineering 
assessment: however. if the result of the initial calculation was less than the hydrostatic test pressure. a second 
as essment was performed using a refined crack depth (profile) requested from the in-line inspection vendor. PIT 
stated that it does not stand behind the accuracy of refined depths or profiles. A profiled depth for the 9.3-inch 
crack-like feature was requested during the analysis of the 2005 m-line inspection data that resulted in the crack not 
being excavated. 
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Frac1ure detail 

Pipeline Accident Report 

Flow 2> 

Longltudlnal.oam wold orlentallon reportod 
at 96 degrees clockwise from top of pipe 

Orientation Distance from Feature 
Feature ID (degreeS) upstream gllth length (In) 

weld (It) 

FeaMe 
widlh (In) 

Featu'e depth (range In 
percent wall tlucknessl 

1 100 11 04 9 3 3 1 25-40 

2 102 2079 14 1 3 3 <1 2 5 

3 100 23.91 25.5 4.1 12.5-25 

4 100 26.66 51 .8 4.1 12.5-25 

5 101 31 18 401 4 1 <1 25 

6 98 36 82 278 51 <12 5 

Wall thickness reported as 0.285 inch for tho entire segmont 

Figure 18. 2005 in-line inspection regions where crack-like characterizations were reported by 
PI! on the ruptured segment of Line 68. 

According to PIT, all six features identified on the ruptured segment, including the 
51.6-inch-Iong crack, were originally characterized as crack-field indications by a junior analyst; 
however, a supervisor changed the analyst's characterizations to crack-like defects dwing a final 
quality check. 

The Enbridge excavation criteria for crack fields required that features with a longest 
indication of 2.5 inches or larger or with a depth of 25 to 40 percent of the wall thickness be 
scheduled for excavation. Features reported as crack-like were selected for excavation if the 
depth was greater than 40 percent of the wall thickness or an engineering assessment resulted in 
a predicted failure pressure that was less than the hydrostatic pressure ofthe pipeline. 

Using fitness-for-service software, Enbridge conducted engineering assessments for 
predicted failw'e pressures on all six of the reported crack-like defects. Enbridge used the 
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reported wall thickness and crack depths as they appeared on the final 2005 inspection report 
from PIT or as profiled for the 9.3-inch-long feature. Each of these defects had a calculated 
failure pressure greater than the hydrostatic test pressure of the pipeline (796 psig). Further, none 
of those indications had a reported depth of greater than 40 percent of the tool-reported wall 
thickness. Based on the results of the engineering assessment Enbridge did not identify any of 
the six crack-like defects on the ruptured pipeline segment for excavation and examination. 

After the Marshall accident Pll reanalyzed the raw signal data from all of the 
six indications and stated that each should have been classified as crack-field features. A Pll 
analysis of the 51 .6-inch-long crack-like defect detected during the 2005 USeD in-line 
inspection showed that this defect should have been repol1ed as a crack-field feature with a 
longest individual crack length of 3.5 inches. Also, using newer Pll depth estimating algorithms, 
developed in 2008 for crack-field features, the depth of the 51.6-inch-long crack-field feature 
was characterized as 0.091-inch deep (32 percent of the tool-reported wall thickness). By 
comparison, the depth algorithm used in 2005 for the same 51.6-inch-long feature (crack-like 
feature depth analysis) showed a depth of 0.063 inch (22 percent of the reported wall thickness). 

Following the accident, in 2011 Enbridge completed a crack inspection of Line 6B. The 
2011 ultrasonic crack tool report identified 4,478 crack-like, crack-field and notch-like features, 
which was a decrease from the 2005 inspection. (Pll had made changes to its feature 
identification process in 2008.) 

1.9.8.3 2007 In-Line Inspection-PII High-Resolution MFL Tool Results 

Enbridge contracted PIT to conduct a 2007 MFL inspection of Line 6B to confirm the 
depth estimates in areas of echo-loss identified during the 2004 USWM inspection. The 
2007 MFL report included 67 corrosion features identified on the ruptured segment starting at 
about 4 feet and extending to 39.64 feet from the upstream girth weld. The inspection report for 
the 2007 MFL in-line inspection included a calculation of the predicted failure pressure for each 
defect on the pipe segment. Neither the deepest feature reported nor the feature with the lowest 
predicted failure pressure was located at the rupture location. 

1.9.8.4 2009 In-Line Inspection-PII USWM Tool Results 

In June 2009, Pll conducted an in-line corrosion inspection of Line 6B using an USWM 
tool. The report issued to Enbridge in December 2009, which was revised by Pll and reissued in 
June 2010, identified 273,759 metal loss features, and 6,791 of those features had predicted 
failure pressures that were less than 1.39 times the MOP and met the Enbridge excavation 
criteria. Nineteen features were found in the ruptured segment; however, none of them met the 
excavation criteria. All but four of the reported features in the ruptured segment were listed as 
external corrosion located near the seam weld, oriented between 87° and 99°.65 The feature with 
the lowest calculated predicted failure pressure in the ruptured segment was 28.2 feet from the 
upstream girth weld and measured 68.03 inches long by 17.05 inches wide. 

65 These positions are located clockwise froID the 12 o'clock position or the top of the pipe (0°). 
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1.10 Pipeline Public Awareness Programs 

1.10.1 Regulatory Requirements 

Pipeline operators are required to develop and implement a written continuing public 
education program in accordance with 49 CFR 195.440. The regulation states that the program 
must provide awareness information to the public, appropriate local government officials, and 
emergency responders. The awareness information must include information about the possible 
hazards associated with releases, use of a one-call notification system, physical indications that a 
release has occurred, steps that should be taken in the event of a release, and procedures for 
reporting such a release. 

1.10.2API Recommended Practice 1162 

Public awareness programs (PAP) must follow the guidance in API's Recommended 
Practice (RP) 1162, Public Awareness Programs f or Pipeline Operators (December 2003). RP 
1162 was incorporated by reference into the pipeline regulations (49 CFR 195.3(c)). 

RP 1162 establishes guidelines for pipeline operators to develop, manage, and evaluate 
PAPs. RP 1162 identifies audiences that should receive awareness messages, the content of 
baseline awareness messages, and the frequency of the messages for each audience. Audiences 
defined in the standard include the affected public, emergency officials (including fire 
departments and police departments), and local public officials. RP 1162 states that the 
evaluation should include both the process and the program effectiveness. RP 1162 states that 
operators should evaluate the process annually and evaluate program effectiveness at intervals 
not greater than every 4 years. This evaluation should determine if the awareness messages are 
reaching the audiences and if the audiences understand the messages. 

1.10.3 Enbridge's PAP 

Enbridge's PAP was completed in June 2006 and revised in 2010. According to 
Enbridge, direct mail brochures were mailed to all audiences annually. Prior to the Marshall 
accident the most recent direct mailings were in May 2010. For Calhoun County, 2,304 mailing 
addresses were listed. For Marshall, 509 mailing addresses were listed. 

On February 28,2010, Enbridge, along with six other pipeline companies, hosted safety 
awareness training in Jackson, Michigan, for emergency officials. Topics included product 
hazards and characteristics and leak recognition and response. One attendee was from the 
Marshall City Fire Department, and two attendees were from the Marshall Township Fire 
Department. Enbridge mailed its 2010 Michigan Pipeline Emergency Response Planning 
Infonl1ation manual to emergency response organizations that were not present for the safety 
awareness training. 

Enbridge's program plan was reviewed informally by Enbridge's program awareness 
manager and formally through the Public Awareness Program Effectiveness Research Survey 
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(PAPERS) program.66 The program was conducted every 2 years, and the most recent program 
was conducted in 2009 (prior to the accident). According to the PAPERS report, the objective of 
the survey was to detennine if the public awareness information is reaching the 
intended stakeholder audiences and if the audiences l.mderstand the messages delivered. 
Twenty-six operators pal1icipated in the survey. For Enbridge's survey, the report notes that 
there were 314 respondents from the affected public audience and 267 additional attendees from 
other audiences. 67 Tables 1 and 2 show the responses (in percentages) to two key questions about 
pipeline awareness and pipeline infonllation. 

Table 1. Awareness of pipelines in the community. 

Question: How well informed would you say you are regarding pipelines in your community? 

Affected Public Public Officials Emergency Officials 
23% 39% 47% 

36% 32% 38% 

27% 21% 16% 

Not at all informed 8% 0% 

Don't know/refused 0% 0% 0% 

Table 2. Pipeline information received. 

Question: Within the past two years (Affected Public)/12 months (Excavators, Emergency 
Officials)/three years (Public Officials), do you recall receiving any information from a pipeline 

company, or companies, relating to pipelines? 

Affected Public 

55% 

45% 

0% 

Public Officials 

64% 

34% 

2% 

Emergency Officials 

n % 

21 

2% 

66 The PAPERS review is sponsored by the API, the Association of Oil Pipelines, and the Interstate Natural Gas 
Association of America. The PAPERS program is an industrywide survey conducted to assess the effectiveness of 
PAPs. 

67 This includes excavators. emergency officials. and public officials. 
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1.11 Enbridge Operations 

1.11.1 Edmonton Control Center 

The Enbridge pipeline system is controlled from a single SCADA control center located 
in Edmonton, Alberta, Canada. According to Enbridge's RCA management plan dated 
March 2010, the Edmonton control center is the hub of emergency response and shuts down a 
pipeline within 8 minutes68 of an abnOimal condition when the condition cannot be identified or 
corrected. During a shutdown, control center staff contact operational personnel in the area to 
respond. 

At the time of the accident, the control center was staffed by 22 control center operators, 
2 shift leads, and an MBS analyst, all of whom worked in 12-hour shifts. Control center 
operators were grouped in pairs in what Enbridge referred to as ''pods.'' Each console within a 
pod controlled two or more pipelines. A control center supelVisor and the MBS analyst were 
either available at the control center or were on call on nights and weekends. 

At the time of the accident, the MBS analyst reported to the information technology 
department. The MBS analyst position had been added to the control center in July 2008. Before 
the position existed, MBS alarms were handled by an on-call engineer; alaImS were not analyzed 
in the control center. Operator A2 stated that over the last few years, the MBS analyst's role had 
evolved from determining whether the MBS program was working and an MBS alarm was valid 
to determining whether the operator should shut down the pipeline. 

The control center was staffed by four groups of individuals involved in pipeline 
operational decisions. The control center operator was responsible for direct control of the 
movement of products through the pipeline. The control center operator was to start or stop 
pipeline flow according to a schedule determined by another Enbridge department, and in 
accordance with pipeline operating restrictions. The control center procedures gave authority to 
the control center operator to shut down the pipeline under specific circumstances or for any 
other reason that the control center operator determined to be in the best interests of safety. 

Shift leads selVed as liaisons between operators and others involved in pipeline 
operations to facilitate pipeline operations. Their role was tailored toward managing the control 
center operators and assisting them in troubleshooting rather than solving pipeline operational 
issues. In this capacity, the shift leads were required to have had some technical experience in 
operations (typically that of an operator); however, a shift lead was not required to demonstrate a 
technical proficiency in pipeline operations on a regular basis. Operator B 1 told investigators 
"We don't have anybody that's designated as a technical person. They (shift leads) are 
people-people-people persons ... they both have more experience than I do. So I would-I'm 
going to assume that they would know as much or more than I do." Shift lead B2 described his 
role as follows: " ... I'm there to first and foremost be a people leader to the operators in the 
room and then also provide support where needed, whether that's technical support, whether 

68 Enbridge used an 8-minute timeframe for recognition and for shutting valves when calculating worst-case 
discharges on the pipeline. This time was different from the control center's IO-minute restriction. which required 
the control center operator to stop a pipeline under specific circwnstances. 
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that's, I guess support as a leader with personal issues or anything that is involved in the control 
center." 

The on-call supervisor was above the shift lead in authority. His or her direct position 
within the Enbridge organizational structure varied according to the title of the person selving as 
on-call supervisor at that time. In general, the on-call supervisor, a position that varied according 
to a predetennined rotation schedule, was at the first or second level above the shift lead. His or 
her role was to confer with the shift lead and others in the control center when a pipeline 
operating issue could not be settled at the shift lead/operator level and approve or disapprove of a 
decision regarding pipeline operations. The MBS analyst, while not in the chain of cOlllllland of 
the control center operator, shift lead or on-call supervisor, provided expertise in response to 
MBS alanns. The role of the MBS analyst was to determine, according to his or her analysis of 
the data provided by the MBS software, whether the MBS software was operating correctly; 
however, the control center procedures set the expectation that the MBS analyst would tell the 
shift leads and control center operators whether a leak alarm was ''valid'' or "false". 

According to Enbridge's vice president of customer service, who oversaw the control 
center and the pipeline scheduling department at the time of the accident, the company's 
emphasis on shift leads' leadership skills was based on an increase in the number of control 
center staff. On January 1, 2007, Enbridge employed 89 control center operators and 15 control 
center support staff. On July 15,2010, these staff numbers rose to 117 and 37, respectively. The 
addition of new pipelines to the Enbridge system had necessitated increasing the control center 
staff. Some operators told NTSB investigators that the experience level in the control center had 
decreased as staff numbers increased. 

1.11.2 Control Center Personnel Experience 

NTSB investigators examined Enbridge control center documents to assess the 
experience levels of the control center staff who were on duty at the time of the accident. The 
shift leads had held their positions from 3 to 6 years and had obtained varying levels of 
experience before becoming shift leads. The control center operators working on shifts A, B, and 
C had from 3 to 30 years experience. Because the MBS analyst position was new to the 
control center as of 2008, the two MBS analysts had been in their positions 1.5 to 2 years. 
MBS analyst A had no prior pipeline operations experience. MBS analyst B had more than 
20 years of experience as a control center operator before becoming an analyst. Table 3 lists the 
people involved in the Line 6B shutdown and startups on July 25 and 26, as well as their 
experience and position in the control center. 
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Table 3. Key control center staff involved in the accident and their years of experience. 

, 

Shift lead A1 

Shift lead A2 

Shift lead B1 
---- ----- - - -

Shift lead B2 

Operator B2 

MBS analyst B 

Control center 
supervisor 
(on-call) 

Shift lead C1 

Operator C1 

MBS analyst A 

Shift A: Sunday 8:00 a.m.-Sunday 8:00 p.m. 

PlpellneJTennlnal Consoles 

PlpellneJTennlnal Consoles 

Unes 3,17, SA, and 68 operator 

Mentor to operator A 1 

PlpelinelTennlnal Consoles 

PlpelinelTennlnal Consoles 

lines 3, 17, 6A, and 68 operator 

Unes 4 and 14 operator and 
shlftmate to operator 81 

Responsible for MBS (leak detection) 

On-call deSignated supervisor 

6 years as operator 
3 years as shift lead 

25 years with Enbrldge 
6 years as shift lead 

29 years as operator 
Requallfylng on line 68 after 6-month absence 

30 years experience 

11 years with Enbrtdge 
3 years as shift lead 

8 years with Enbrldge 
2.5 years as shift lead 

3.5 years as operator 

Just over 2 years as operator 

20 years as operator 
2 years as Level III M8S analyst 

20 years operations experience 
1.5 years as supervisor 

Shift C: Monday 8:00 a.m.-Monday 8:00 p.m. 

PlpelinelTennlnal Consoles 

PlpelinelTennlnaJ Consoles 

Unes 3,17, 6A. and 68 operator 

See Shift A Information 
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1.11.3 Toxicology 

After the accident, as required by 49 CFR 199.105(b)69 and 199.221 ,70 Enbridge 
conducted drug 71 and alcohol tests for each shift lead and Line 6B operator on duty during shifts 
A, B, and C. Specimens were collected from all the shift leads and operators A2 and C 1 between 
8:50 and 10:50 p.m. on July 27. Specimens were collected from operators Al and Bl between 
12:00 and 12:40 p.m. on July 28. The results of the drug tests were negative. However, these 
results were not valid because the alcohol testing was not conducted within the maximwn time 
allotted after the rupture as specified in the regulations. 

Enbridge did not explain to PHMSA why alcohol testing was not carried out within 
8 hours of discovery of the rupture, as required by 49 CFR 199.221 and 199.225(a). Still, 
Enbridge tested these individuals even though more than 8 hoW"s had passed since they had been 
on duty. The control center supervisor told investigators that the delay in testing was due to the 
delay in confi11lling the rupture and the fact that many of the personnel who had been on duty 
during the accident sequence had gone home by the time the rupture was identified. 

1.11.4 Training and Qualifications 

1.11.4.1 Control Center Operations 

Enbridge's supervisor of training and compliance for control center operations was 
responsible for control center training. He also oversaw the operator qualification process 
required in 49 CFR 195.505. Dwmg postaccident interviews, he stated the following regarding 
operator training: " ... the goal is for the operator to operate independently, but also with the 
support ofthe team members." . 

Operator training was conducted in five phases and typically lasted about 6 months. The 
initial phase of instruction consisted of classroom and web-based instruction covering material 
such as hydraulics, vapor pressure, viscosity, and specific gravity. The remaining phases 
incorporated on-the-job training with a mentor, problem solving, and abno11llal operation 
recognition presented through a simulator. By the completion of the fifth phase, students were 
expected to recognize and respond appropriately to abno11llal operating conditions, including 
column separation and leak scenarios. Upon successfully completing additional classroom 

69 The regulation states. "(b) Post-accident testin~. As soon as possible but no later than 32 hours after an 
accident. an operator shall drug test each employee whose performance either contributed to the accident or cannot 
be completely discounted as a contributing factor to the accident. An operator may decide not to test under this 
paragraph but such a decision must be based on the best information available immediately after the accident that 
the employee's performance could not have contributed to the accident or that. because of the tiDle between that 
performance and the accident. it is not likely that a drug test would reveal whether the performance was affected by 
drug use." 

70 "Each operator shall prohibit a covered employee who has actual lmowledge of an accident in which his or 
her performance of covered functions has not been discounted by the operator as a contributing mctor to the accident 
from using alcohol for eight hours following the accident. unless he or she has been given a post-accident test under 
§199.225{a). or the operator has determined that the employee's performance could not have contributed to the 
accident." 

71 The drug test included five classes of illegal drugs: marijuana. cocaine. opiates, antphetamines. and 
phencyclidine. 
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training. passing a written and oral examination administered by a trained evaluator, and 
demonstrating proficiency by operating a pipeline for 10 shifts without intervention from a 
mentor, students were considered qualified operators. 

Operator training emphasized individual knowledge, skills, and performance. Enbridge 
did not conduct team training involving shift leads, operators, and MBS analysts, nor did 
PHMSA or the NEB require such training. According to Enbridge, although it did not conduct 
fonnal team training programs, control center operators were introduced to team aspects of the 
control center during initial training and were expected to rely on available control center staff to 
accomplish training objectives. When operators were introduced to simulator scenarios, 
instructors and other course participants used role playing to assist or distract the operator 
trainees, portraying, for example, on-site or on-call field personnel. According to Enbridge, part 
of the evaluation of student peliormance was based on the quality of the student's teamwork. 

After qualifying, operators and shift leads participated annually in simulator training 
where they were presented with leak and column separation scenarios, as well as other abnormal 
operating conditions. PHMSA required operators to demonstrate their technical knowledge and 
pipeline operating proficiency on a regular basis through an evaluation process known as 
operator qualification. Enbridge conducted operator qualifications at 3-year intervals, in 
accordance with PHMSA regulations. PHMSA did not require, nor did Enbridge regularly 
evaluate, the technical proficiency of shift leads, MBS analysts, or other control center 
supervIsors or managers. 

Many of the operators told NTSB investigators that the emergency scenarios were the 
only occasion they had to observe a leak scenario after completing their initial training. One 
operator described the emergency scenarios they practiced in the following manner, "They have 
some preconfigured programs that we run and some of them have station lockouts and some of 
them have leaks and some of them have just com [ communications devices] fails and different 
scenarios that we go through to help us to understand what we're seeing." The operator added 
that they practice leak scenarios on the simulator, but, because the simulators do not have MBS 
alarms, they recognize leaks by line pressure variations. 

According to Enbridge's control center supervisor, applicants for control center operator 
positions came from two groups: (1) graduates with degrees in engineering technology from 
2-year technical schools in Alberta and (2) people with experience as control center operators. 
Enbridge gave applicants written tests and simulator exercises, and those who performed 
satisfactorily were interviewed by control center supervisors and managers. Interviews sought to 
determine the ability of applicants to perform satisfactorily with others in Enbridge's control 
center. 

1.11.4.2 MBS Analyst 

"MBS analyst training typically takes 3 months to complete. According to Enbridge's 
director of the pipeline modeling group, the curriculum contained two instructional 
segments: (1 ) learning basic hydraulic information and the Enbridge MBS and (2) participating 
in on-the-job training and observing qualified MBS analysts perform their duties. In addition, 
students practiced scenarios on a simulator and determined the validity of MBS alarms. 
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Upon successfully completing a written examination and a perfonnance assessment on a 
simulator-presented scenario, students were considered qualified as MBS analysts. 

1.11.5 MBS Leak Detection 

1.11.5.1 Federal Regulations 

PHMSA requires pipeline operating companies to have effective leak detection methods 
UIlder 49 CFR 195.452(i)(3), "An operator must have a means to detect leaks on its pipeline 
system. An operator must evaluate the capability of its leak detection means and modify, as 
necessary, to protect the HCA. An operator's evaluation must, at least, consider, tile following 
factors-length and size of the pipeline, type of product canied, the pipeline's proximity to the 
HCA, the swiftness of leak detection, location of nearest response personnel, leak history, and 
risk assessment results." In addition, 49 CFR 195.134 requires that each hazardous liquid 
pipeline transporting liquid in single phase, with an existing CPM system, comply with section 
4.2 of API RP 1130 in its design. Title 49 CFR 195.444 requires that the CPM system be 
compliant with API RP 1130 with respect to operating, maintaining, testing, record-keeping, and 
dispatcher training. 

1.11.5.2 API 1130 Computational Pipeline Monitoring for Liquids 

API's RP 113072 for CPM of liquid lines offers guidance to pipeline operating companies 
on how to establish and to operate CPM leak detection systems. This RP addresses technology, 
infrastructure, SCADA, data presentation system integration with SCADA, CPM operations, 
and system testing. The RP addresses the use of a support person to help a control center 
operator distinguish between types of CPM alarms. The RP states, 

The causes of the Pipeline Company CPM Alanns are not usually determined by 
a separate piece of software, (i.e. an expert system) that provides the cause or 
probability of cause, but by the Pipeline Controller or CPM support person. 
Simply UIlderstanding the cause of the alarm condition on a monitored pipeline 
may not be the end of the alarm evaluation. 

According to the RP, the CPM system should use three alanns to help ''justify the CPM 
system credibility and sensitivity of the CPM system." The RP fwther states, 

Many CPM systems provide just one type of alann and so in this case the 
determination of the cause and categorization of alarm should be made by the 
person who evaluates the alarm (the Pipeline Controller or perhaps jointly with a 
CPM support person) or by a separate piece of software (i.e. an expert system) 
that provides the cause or probability of cause. Automatic alarm cause evaluation 
would be a desirable CPM system feature. 

72 API RP 1130. Complltational Pipeline Monitoring/or Liquids. third edition. September 2007. 
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The Edmonton control center staff relied on the MBS analyst as their support person for 
MBS alarm evaluation. 

The RP states that past instances of alaml causes can be a useful guide in alarm 
evaluation but every alarm should be evaluated individually and assumptions of previous causes 
should not be readily made. API's RP 1130 ftuther emphasizes the need for review of past CPM 
alarms when they become excessive so as to maintain CPM credibility, "an excessive mmlber of 
alanns will detract from the system credibility and may create complacency." 

API's RP 1130 states that a CPM alarm is probably the most complex alarm that a control 
center operator will experience. To correctly recognize and respond to this type of alarm, the RP 
states that an operator needs specific training and appropriate reference material. 

1.11.5.3 Enbrldge's MBS 

Enbridge's MBS software was one of several leak detection methods Enbridge used. 
Additional leak detection methods included aerial patrols, emergency hotline calls, a batch 
tracking system, and SCADA data. 

At the time of the accident, the Enbridge MBS used a real-time pressure transient 
pipeline model, which operated in parallel with the SCADA system and consisted of a hydraulic 
model with the actual pipeline's attributes. 73 The MBS software incorporated real-time pressure, 
flow, temperatures, and density from the SCADA and the batch-tracking system to calculate an 
expected flow and pressure between the pipeline sections and then compare those values to the 
actual flow meter readings. The system monitors volume imbalances between the estimated and 
actual flows in the pipeline. One flow meter installed along the mainline at the Marshall PS, 
divided Line 6B into two separate volume balance sections: (1 ) the Griffith Terminal to the 
Marshall PS and (2) the Marshall PS to the Sarma Terminal. Additional flow meters were 
installed at the delivery and injection terminals. During times of stable operation, the MBS relied 
upon both flow measurement and pressure data to calculate imbalances. Losing one or the other 
would affect the level of accuracy. 

When the volume imbalance of the MBS software exceeded the alarm or threshold value, 
an audible alarm and visual alert were displayed to the control center operator 74 that required 
interpretation by an MBS analyst. The shift lead and control center operators had a limited set 
ofMBS displays, including pipeline elevation and hydraulic gradient profiles; however, 
operator Al and shift lead B2 told investigators they were not familiar with the MBS console 
displays and were not trained to use the MBS software. Enbridge used a single MBS alann 
indication that displayed as a 5-minute, 20-minute, or 2-hour alarm (the shorter the time, the 
larger the leak indication). A second alarm sounded when the condition continued for more than 
10 minutes. 

73 This included diameter, length of line. valves, fittings. PSs. and elevations. 

74 Enbridge's SCADA system used only one sound for all alanns. regardless of pipeline condition or urgency of 
operator action needed in response. 
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Because the MBS software relied on SCADA pressures and flow meter readings, 
transient operations such as shutdowns and startups could impact the MBS software's leak 
detection capabilities. MBS analyst B also stated that the shift leads were aware that when 
colunm separation was present, the MBS software was "not reliable." The supelVisor of the MBS 
group told investigators that it was commonly known that MBS alanns clear upon shutting down 
a pipeline. 

The Enbridge MBS procedure (that is, flowchart) indicates that when colwnn separation 
is present, the MBS software is wlfeliable. As explained by an Enbridge MBS specialist and 
MBS analyst B the MBS software is no longer able to predict the pipeline performance 
accurately so the MBS analyst does not believe the MBS software when there is colunm 
separation present in a pipeline segment. Just because an MBS event clears in the SCADA 
system, it does not mean the twderlying condition has been resolved. Colunm separation is a 
known limitation to pressure transient leak detection systems because the systems are built to 
estimate the flows and pressures of a homogenous liquid line. 

MBS analyst B told investigators that over a typical 12-hour shift, three of five calls were 
due to colunm separation. According to Enbridge, calls to the MBS analyst to research MBS 
alarms averaged from 1.6 to 4.2 calls per shift in 2010. More than one operator interviewed 
stated that a majority of the MBS alarms were related to either colunm separation or 
instnnnentation. Historical alarm records showed that no MBS alanns attributed to colwnn 
separation occWTed on Line 6B before the pressw'e restrictions were implemented at the 
Marshall PS in Ju~ 2009. Following the 2009 pressure restrictions, the control center reported 
three MBS ahums S associated with colwnn separation. None of the reported column separation 
indications were near the Marshall PS or ruptured pipe segment. 

During the initial startup on July 26, 2010, the MBS analyst B had to override the 
pressures in the MBS software 76 to reflect actual conditions at the Niles PS because the 
MBS system did not reflect the closed valves. A second pressure transmitter at the 
Stockbridge Terminal (downstream of Marshall) had been disabled in the MBS software on 
July 22 and re-enabled at 10:00 p.m. on July 25, 2010. 

1.11.5.4 Column Separation 

Colwnn separation, sometimes called slack line, commonly occurs in areas of higher 
elevation where the line pressure is lowest on a pipeline; however, colwnn separation can occur 
at any point in a pipeline where the pressure in the line is below the pressure at which the oil 
becomes a vapor7 resulting in liquid-and-vapor mix. The vapor within the pipeline forms a void 
that restricts the flow of liquid. Any void in the internal volume of the pipeline, including a large 

7S These alarms occurred on October 18.2009: April 28. 2010; and June 27. 2010. All of the MBS alarms were 
in the Marshall PS to the Stockbridge PS section with column separation indications at the Marysville Tenninal. 
downstream of the Stockbridge PS. 

76 The Niles PS pressure transmitters used by the MBS were located behind the isolation valves that were shut 
when the station was taken out of service for the in-line inspection tool; therefore. the pres ure readings were 
disabled in the MBS software following the shutdown on July 25.2010. 

77 The point at which a liquid turns to vapor is a function of both temperature and pressure and is referred to as 
the vapor pressure of the liquid. 
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loss of oil either from a rupture or drain off into lower elevations, would result in column 
separation indications over the leak detection software. The telTain between the Marshall PS and 
the next PS was relatively flat with a net elevation rise between the two of about 30 feet and a 
maximum rise of 100 feet. To eliminate COhllllll separation, pressw·e must be increased above the 
vapor pressure of the liquid. 78 This may require generating back pressure in the line by closing a 
downstream valve or increasing the delivery rate or pressure from an upstream PS. 

1.11.6 Procedures 

1.11.6.1 10-Mlnute Restriction 

Multiple control center operational procedures reference a restriction to operation of the 
pipeline in excess of 10 minutes when operating under unknown circumstances. The 10-minute 
limit appears in the control center Suspected COIUlll11 Separatio11, MBS Leak Alanl/-Al1a~vsis by 
MBS Support, and Suspected Leak procedures, among others and was cOlDlllonly referred to in 
the control center as the "10-minute rule." 

The 1 O-minute linritation was adopted as a result of the March 1991 Enbridge rupture and 
release that occurred on Line 3, spilling 1.7 million gallons of crude oil in Grand Rapids, 
Minnesota.79 The oil release polluted a tributary of the Mississippi River with a reported cleanup 
cost of $7.5 million. The failure occurred in fatigue cracks at the base of the DSA W longitudinal 
seam weld (where the weld meets the body of the pipe). During the 1991 accident, personnel in 
Enbridge's Edmonton Control Center interpreted the SCADA alarms and indications to a 
condition of column separation and instrument error and continued to pump oil into the ruptured 
34-inch-diameter line for more than an hour until the leak was recognized. 

In 1991, Enbridge stated in its response to PHMSA that a revision to the operation 
maintenance procedures manual was adopted stating, "If an operator experiences pressure or 
flow abnormalities or unexplainable changes in line conditions for which a reason cannot be 
established within a 10-minute period, the line shall be shut down, isolated, and evaluated lllltil 
the situation is verified and or [sic] corrected." 

1.11.6.2 Suspected Column Separation 

The control center's suspected column separation procedure (see appendix B) required 
that the control center operator notify the shift lead in the event of a suspected column 
separation. According to the procedure, if the column separation had not been restored within 
10 minutes, the control center operator was to notify the slllft lead, shut down the pipeline, close 
the mainline valves and record the event electronically as an abnOimal operation. The shift lead 
had the responsibility of making emergency notifications to the field and having field personnel 
confirm a leak. If no leak were found then the line could only be restarted with permission from 
the pipeline control on-call designated supervisor. 

78 According to Enbridge, on the evening of the rupture, Cold Lake crude was being pumped thro~ Line 6B. 
which has a stated vapor pressure below atmospheric pressure. 

79 PHMSA investigated this accident. 
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A draft version of the suspected cohUlm separation procedure was sent out to control 
center staff for review in May 2010. The draft version of the procedure included a new section to 
the existing procedure addressing "starting up into a known colunm separation." Under the draft 
procedure, the control center operator was to notify the shift lead of the colunm separation and 
calculate an estimated time to restore the colunm prior to st811ing the pipeline. Under known 
colunm separation procedure, the 10-minute restriction bec8llle effective only after the estimated 
time to restore the colunm had expired. 

According to operator B2, the draft procedure was used once prior to the accident, when 
starting a pipeline that had been intentionally drained into storage tanks. According to shift lead 
B 1 who used this procedure during the first startup, he believed that there had been an excessive 
volume lost due to drainage to lower elevations and delivery locations after the shutdown. He 
had also attributed volume lost to a valve that had been opened at the Marysville Terminal 
delivery location during startup that morning. Shift lead B 1 stated that he was aware that this was 
a draft procedure. 

1.11.6.3 MBS Alarm 

According to the control center procedures on leak alanns, the control center operator 
notified the shift lead and recorded the event as an abnonnal operation in the facility and 
maintenance database. The shift lead had the responsibility of assessing the alann and calling it a 
temporary alann or notifying the MBS analyst to review the alann. Shift leads nearly always 
gave the MBS alanns to the MBS analyst for review. The procedure required that the control 
center operator shut the line down if an analysis of the MBS alann was not complete within 
10 minutes. The control center staff expected that either the MBS analyst would report the alann 
as ''valid'' or "false"; however, these terms do not appear in the MBS flowchart for examining 
MBS alanns. Temporary or false alanns resulted in the pipeline being allowed to start again or 
reswne normal operations without approval. Valid alanns required approval of the on-call 
supervisor or regional management to start the pipeline. 

MBS analyst B told investigators that ''valid'' and ''false'' were control center tenns and 
were not used by MBS analysts. According to the Enbridge flowchart80 used by the 
MBS analyst, if the MBS software showed that vapor was present in the pipeline the MBS 
analyst was to contact the shift lead and tell the shift lead that the software was showing column 
separation but that the software was not reliable. The Enbridge flowchart directed the MBS 
analyst to tell the shift lead that it was the control center operator's decision to start the line. 
After the accident MBS analyst B told investigators that it was the operator's job to examine the 
pressures on the pipeline to determine if there was a leak or not. 

1.11.6.4 SCADA Leak Triggers 

The Enbridge control center procedures included a leak triggers list, that is, indications in 
the SCADA system of possible leaks. The procedure defined leak triggers as unexplained 
abnonnal operating conditions or events that indicate a leak. Enbridge included suspected 

80 See Enbridge's MBS and control center operations procedures provided in appendix B of tlus report. 
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column separation, MBS alanns, MBS malftmction, leak triggers from SCADA data, a suspected 
leak from SCADA data, and sectional valve alanns as some of the conditions constituting 
abnormal events that required rep0l1ing to management. 

The control center operator was to use the suspected leak procedures to determine 
whether a leak was present on the pipeline through SCADA indications. Leak triggers included 
active MBS alamlS sudden drops in discharge or suction pressure, sudden increases or decreases 
ill flow rate, and the local shutdown of PSs in combination with pressure drops. One or two leak 
triggers required that the suspected leak procedw'e be followed, which monitored the line 
conditions for fw1her leak triggers. If a leak could not be ruled out in 10 minutes then the line 
was to be shut down. Three or more leak triggers required the innlled.iate shutdown of the 
pipeline and emergency notifications to the field under the continued leak triggers procedure. 

1.11.6.5 Suspected Leak-Volume Difference 

A suspected leak procedure for volume differences associated with pipeline estimates 
performed by the control center operator from the commodity movement and tracking system 
(CMT)81 stated that if the difference between the volume injected into the pipeline and the 
volume received at the terminals is more than 10 percent, or if the volume imbalance was not 
accompanied by a corresponding increase ill pipeline pressures, the confirmed leak procedure 
was to be executed. 

1.11.6.6 Leak and Obstruction Trigger-On Startup from SCADA Data 

The leak and obstruction trigger procedure required that the control center operator 
review the holding pressures 011 a pipeline segment if the pressure changes did not propagate 
throughout a pipeline segment within a specified time (about 1 minute). If sufficient holding 
pressure was maintained on the pipeline segment during shutdown, the control center operator 
was to execute the procedure for a continued leak. If insufficient holding pressure was 
maintained on a pipeline during shutdown, the control center operator was to execute the 
procedure for suspected column separation. 

1.11.7 Fatigue Management 

Title 49 CFR 195.446(d), regarding methods to reduce the risk of control center operator 
fatigue, was effective on November 30, 2009, and required procedures to be in place by 
August 1, 2011, and implemented by February 1, 2012. Enbridge developed and distributed a 
fatigue risk management plan that took effect on July 30, 2011 . PHMSA's regulations governing 
hours of service required pipeline control center operators to receive at least 8 hours of rest 
between shifts. Enbridge followed PHMSA requirements to provide operators with "off-duty 
time sufficient to achieve eight hours of continuous sleep" and limited emergency coverage to 
seven 12-hour shifts in succession. According to Enbridge's control center supervisor, control 

81 At Enbrid~e. CMT is a system that performs real-time monitoring of the oil in the pipeline. Control center 
operators manually perfoml an accounting of the volumes of oil in the pipeline every 2 hours to check delivery 
volumes and potential leaks. 
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center shifts were 12 hours long, although operators worked overtime beyond those 12 hours on 
occasion. Thus a typical control center operator's schedule began at 8:00 a.m. 82 on Friday, 
Saturday. and Sunday, ending at 8:00 p.m. each day, followed by Monday and Tuesday nights in 
which the schedule was reversed. After 4 to 5 days off duty, the operator would then work 
2 nights followed by 3 days, or 3 days followed by 2 nights, scheduled in such a way as to 
preclude anyone from working without at least 24 hours of rest when alternating between night 
and day shifts. 

1.11.8 Enbrldge Health and Safety Management System 

Prior to this accident, Enbridge implemented a health and safety management system, 
which primarily pertained to on-site safety. In May 2010, Enbridge created the position of 
director of safety culture after three pipeline employees had been killed in two on-site accidents 
in the 5 months between November 2007 and March 2008. This position, which reported to the 
senior vice president of operations, was given to Enbridge's director of construction, safety, and 
services within its major project group. The focus of the program was in the areas of workplace 
safety, process safety management, and contractor safety. Within these areas, the company 
concentrated on five general safety areas: driving safety, confined space entry, ground 
disturbance, isolation of energized systems, and reporting of safety-related incidents. 

ill November 2008, the company retained the services of a consultant to produce a safety 
benchmarking assessment. 83 The director of safety culture stated that after the Marshall accident, 
Enbridge realized that safety encompassed more than workplace safety and individual safety, and 
the company began to develop a better understanding of the need for process safety management 
and also the need to make sure that control center operations were included within the scope of 
the safety culture. There is no PHMSA requirement for pipeline operating companies to 
implement safety management systems (SMS). 

1.12 Environmental Response 

1.12.1 Volume Released 

At the time of the rupture, two batches of crude oil were located in the pipeline on either 
side of the rupture location. These were 2.6 million gallons of Cold Lake Blend and 2.7 million 
gallons of Western Canadian Select crude oil. When Enbridge first notified the NRC about the 
rupture and release, it reported that an estimated 819,000 gallons of oil had been spilled. NTSB 
investigators learned that this was an inaccurate estimate based on the wrong diameter pipe. 
Enbridge performed a second analysis, which included oil lost from higher elevations as well as 
pumped volumes during the two startups. Based on this analysis, on November 2, 2010, 
Enbridge revised its estimated release voltuue to 843,444 gallons. The NTSB examined flow 
meter trends from the SCADA system for injected vol~es of oil at Griffith Terminal during the 
two Line 6B startups on July 26,2010. Based on this examination, the NTSB determined about 

82 This is expressed in ea tern daylight time for the report; 8:00 a.m. eastern daylight time is 6:00 a.m. local 
Edmonton time. 

83 This was the second such assessment after an initial one in May 2005. 
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683,436 gallons (81 percent of the total release) of crude oil were pmnped into Line 6B during 
the two startups. (See appendix C). 

1.12.2 Hazardous Materials Information 

Cold Lake Blend and Western Canadian Select crude oil condensate mixtures84 are 
regulated by the U.S. Department of Transportation (DOT) as class 3 flammable hazardous 
materials. Heavy crude typically is a mixture of crude oil (from 50 to 70 percent) and 
hydrocarbon diluent85 (from 30 to 50 percent). The material contains 20 to 30 percent volatiles 
by volmne. The mixture is used as raw material in the production of fuels and lubricants. It is a 
brown or black liquid with a hydrocarbon odor; it is lighter than water with a specific gravity of 
0.65 to 0.75. It exhibits a flashpoint of -310 F. The vapor is heavier than air, with a lower 
explosive limit of 0.8 percent and an upper explosive limit of 8 percent vapor concentration in 
aIT. 

1.12.3 Overview of the 011 Spill Response 

During the fITst day of the response, the Marshall PLM responders were assisted by 
contractors and regional personnel. Late on the first day of the response, the first responders 
constructed an underflow dam in the wetland near the source area and installed additional oil 
sorbent and containment boom in the Kalamazoo River at Heritage Park and at Linear Park in 
Battle Creek, about 8.9 and 14.8 miles downstream of the rupture, respectively. On July 26, 
Enbridge also deployed vacumn trucks to recover oil from the source area underflow dam, from 
the Talmadge Creek stream crossings on Division Drive and 15 112 Mile Road, and from the 
Kalamazoo River at Heritage Park. (See table 4.) 

Table 4. Enbridge resources deployed as reported at midnight on July 26. 2010. 

Location 

Heritage Park 
----

Linear Park 

Resources Deployed 

One underflow dam, vacuum trucks!! 

One skimmer. 30-ft 011 boom, three vacuum trucks 

'TWo. 50-ft 011 boom, two vacuum trucks 

5O-ft 011 boom. one vacuum truck 

6OO-ft 011 boom, two vacuum trucks 

400-ft 0" boom. one vacuum truck 

Personnel 

7 Enbrldge 

4 Enbrldge 

14 Enbrldge 
10 Contractors (est.) 

• The number of vacuum trucks servicing the underflow dam was not lracked on the first day of the response, although Enbridge 
reports as many as three trucks were pumping at the same time. 

84 Without the addition of condensate, heavy bituminous crude oil does not flow easily. 

85 Hydrocarbon diluent is a substance used to dilute a viscous or dense substance so that it will flow more 
easily. 
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During the first week of the response, Enbridge assigned between 29 and 36 workers 
(day) and 22 to 26 workers (night) to river oil containment operations. These workers were 
supplemented with as many as 356 day persOimel and 160 night personnel that were employed 
by private oil spill response organizations. 

In the days following the accident, Enbridge and its contractors established about 33 oil 
spill containment-and-control points (from the release 'site to the west end of Morrow Lake in 
Kalamazoo County. covering about 38 miles of the river). (See figure 19.) The control points 
consisted of a variety of oil containment strategies, including underflow dams, oil booming, and 
sorbent booming. Vacuum trucks and oil skimmers were used to remove oil at these locations. 

_ Affected waterways 

_ Unaffected waterways 

a Marshali PS o Battle Creek. MI 

Figure 19. Map showing rupture location and affected watelWays from Talmadge Creek to 
Morrow Lake. 

By July 29, the third day of operations, 51090 feet of oil boom had been deployed and 
647 field personnel were on site. On August '17, the peak deployment of 2,011 personnel 
occurred. The greatest amotmt of oil boom deployed in the affected waterways was 176,124 feet, 
which was deployed on August 20. 

As of April 30, 2012, the EPA reported that over 17 million gallons of oil and water 
liquid waste had been collected, from which an estimated 1.2 million gallons of oil had been 
recovered by the spill response contractors. In addition, about 186,398 cubic yards of hazardous 
and nonhazardous soil and debris were disposed of, including river dredge spoils. 
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1.12.3.1 Notifications 

The Enbridge supelvisor of regional engineering initially contacted the NRC about 
1:09 p.m. on July 25,2010; however, his call was placed on hold for about 6 minutes. He called 
the NRC again about 1 :23 p.m. and was placed on hold before he was able to report the release 
about 1:33 p.m. Between 1:47 and 1:49 p.m., the NRC notified 16 Federal and Michigan state 
agencies including the EPA, the U.S. Coast Guard (Coast Guard), PHMSA, the Michigan 
Department of Environmental Quality, the Michigan Intelligence Operations Center, and the 
Michigan Department of Community Health. 

1.12.4 Enbrldge Facility Response Plan 

Each operator of an onshore pipeline, for which a response plan is required by 
49 CFR 194.101 , may not handle, store, or transport oil in a pipeline unless the operator has 
submitted a response plan that meets the requirements of this regulation. Every 5 years, pipeline 
operating companies must review, update, and resubmit facility response plans to PHMSA for 
approval. 

The response plan must address a worst-case discharge, identify environmentally and 
economically sensitive areas, and describe the responsibilities of the operator and Federal, state 
and local agencies in removing such a discharge. Title 49 CFR 194.115(a) states, "Each operator 
shall identify and ensure, by contract or other approved means, the resources necessary to 
remove, to the maximum extent practicable, a worst case discharge and to mitigate or prevent a 
substantial threat of a worst case discharge." Title 49 CFR 194.115(b) directs pipeline operating 
companies to identify in their response plans the response resources that are available to respond 
within the time-specific response tiers after discovery of a worst-case discharge, as shown in 
table 5. 

Table 5. Title 49 CFR 194.115 response tiers. 

High volume area 
--------
All other areas 

6 hours 

12 hours 

TIer 2 

30 hours 
-~----' 

36 hours 60 hours 

The regulation does not provide guidance for determining the amount of response 
resources that should be on site within the Tier 1, 2, and 3 timeframes. In the absence of 
guidance Enbridge developed its own interpretation of the three-tier requirement. 

The Enbridge senior compliance specialist told NTSB investigators that Tier 1 refers to 
resources that provide initial containment and recovery efforts, such as Enbridge equipment and 
personnel that are available from the nearest PLM facilities. Tier 2 includes Enbridge's internal 
emergency response resources from anywhere within the Chicago region in addition to those 
local contractors listed in the Enbridge emergency response directory. Tier 3 consists of oil spill 
response organizations that are identified in the facility response plan. Even with Enbridge's 
definitions of the tiered resources, an Enbridge North Dakota Region supervisor of measurement, 
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audit, and compliance stated that the regulation was vague and lacking in guidance for the level 
of response required for each tier. 

On February 23 , 2005 PHMSA published a final rule establishing oil spill response 
planning requirements for onshore oil pipelines in accordance with 49 CFR Part 194.86 The fmal 
rule purported to harmonize certain PHMSA requirements with related oil spill response 
regulations developed by the Coast Guard. PHMSA received several comments on its interim 
finallUle published in 1993 expressing concern that 49 CFR 194.115 does not identify the level 
of capability that PHMSA would consider sufficient within the three tiers. In the fmal rule, 
PHMSA did not amend the response resoW'ces requirement to include specific tiered response 
planning criteria. 

Enbridge determined that pipeline facilities within its Chicago response zone met the 
significant and substantial harm criteria outlined in 49 CFR 194.103 and developed a Chicago 
Region Specific Emergency Response Plan (#867), most recently revised on April 10, 2010. The 
Chicago response zone covers 11 pipelines and 3 terminal lines that transport clUde oil, diluents, 
and nafW'al gas liquids within 2,108 miles of pipeline. The accident involved the approximate 
worst-case discharge of 1,111 ,152 gallons specified in Enbridge's facility response plan87 for 
Line 6B. The worst-case discharge is based, in part, on the maximwn flow rate of the pipeline 
and an asswned response time of 8 minutes, the time allotted for the control center to recognize a 
leak and close the necessary valves. 

Enbridge's plan states that the company owns and maintains emergency response 
equipment throughout its Chicago region at 13 office locations and strategic locations, including 
the Marshall, Michigan, PLM shop. The plan lists the amounts and types of spill response 
equipment maintained at each PLM station for responding to a worse-case discharge, including 
the Marshall PLM. According to the plan, the single Marshall PLM inventory response trailer 
(see figme 20) was packed with 1,100 feet of river containment boom; 200 feet of 
small containment boom; 200 feet of sorbent boom; and 1,000 sorbent pads to respond to 
the stated worst-case discharge of 1,111 ,152 gallons. In addition to the trailer, the PLM 
shop equipment included 3 skimmers, 18 pwnps, 1 storage tank, 3 boats, and a single 1,680- to 
2,520-gallon-capacity vacuum truck. According to Enbridge's interpretation of response 
planning regulations, this equipment constitutes its Tier 1 response resoW'ces. 

86 Federal Register, vol. 70, no. 35 (February 23, 2005). p. 8734. 

87 The worst-case discharge takes into account the design flow rate and the time to shut down the pipeline plus 
the amount released due to the ele\-"8tioD profile. The Eubridge response plan identified Line 6B as having a 
design capacity of 12.6 million gallons per day with an estimated time to recognize a leak and shut down valves of 
8 minutes. 
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Figure 20. Enbridge PLM emergency response trailer containing the company's Tier 1 oil 
containment equipment. October 17. 2010. 

According to its facility response plan, Enbridge employed 112 hazardous waste 
operations and emergency response-trained pipeline personnel and technicians who are available 
for emergency response to oil releases in the company's Chicago region. The plan stated that 
Enbridge has working agreements with Bay West and Gamer Environmental Services, Inc. to 
supplement Enbridge's resources to respond to a worst-case discharge. Bay West based in 
Minneapolis, Minnesota, is an established Coast Guard oil spill response organization that 
provides 24-how' emergency spill response. Garner Environmental Services, Inc., based near 
Houston, Texas, advertises that it has numerous locations and many away teams, which are 
capable of providing timely response upon notification. Enbridge maintained lists of other local 
contractors that may be used for emergencies in each Enbridge response zone. 

When notified of the Marshall accident, Bay West assembled its available 
resources including 20 response personnel equipped with one boat and one trailer containing 
spill response equipment. After a 10- to ll-hour drive, Bay West's crews arrived on July 27. 
Garner Environmental Services, Inc. 's crews arrived by Thursday July 29. 

Enbridge's facility response plan referred to control point maps that Enbridge had 
developed for use during spill response activities. The maps provided emergency responders 
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with a reference to accessible locations for deploying contaillment boom. The two mapped 
locations closest to Tahnadge Creek on the Kalamazoo River were not accessible to the 
responders because of the heavy rains that had increased the water levels, and a contaimnent 
boom was not deployed. 

1.12.5 EPA Oversight of Spill Response Efforts 

On July 26,2010, about 1:40 p.m., an EPA official in the EPA's Region 5 Chicago office 
verified the infonnation contained in Enbridge's report to the NRC. About 1:51 p.m., the EPA 
official contacted two other on-scene coordinators and advised them to respond to the accident to 
verify the content of the NRC report and to initiate response activities as necessary. About 
4:32 p.m., the first EPA on-scene coordinator aITived and saw the oil in Tahnadge Creek from 
the Division Drive crossing and concluded that the oil spill was significant. He observed 
one vacuum truck but no oil boom on the discharge side of the culvert WIder Division Drive. 

EPA on-scene coordinators attempted to collect infonnation about the Enbridge response 
effort but noted that the Chicago regional manager was not able to provide sufficient infonnation 
about either the company's response actions or the amoWlt of resources it had deployed. The 
EPA response effort on July 26 consisted primarily of monitoring Enbridge's emergency 
response activities. 

At the end of the first day of the response, the EPA on-scene coordinators stressed that 
Enbridge should make all efforts necessary to protect a Superfund88 site, which extended about 
80 miles from the Morrow Lake Dam to Lake Michigan to prevent comingling of the 
contruninants. The EPA on-scene coordinators directed that oil boom be installed 30 miles 
downstream of the rupture at Morrow Lake as a collection point. About 8:40 p.m., the senior 
on-scene coordinator contacted the EPA Region 5 emergency response branch chief and 
requested mobilization of an incident management teanl, the Superfund Technical Assessment 
and Response Team,89 and Emergency and Rapid Response Services90 contractors. 

The EPA on-scene coordinators told NTSB investigators that they determined during the 
initial hours of the response that Enbridge did not have the resources on site to contain or control 
the flow of oil into Tahnadge Creek and the Kalamazoo River. The EPA directed Enbridge to 
secure more resources for the response. Upon learning that some crews were responding from 
Minnesota, an on-scene coordinator provided Enbridge the names of local contractors to 
facilitate a quicker response time. 

88 Superfund is the name given to the envirorunental program established to address abandoned hazardous 
waste sites under the Comprehensive Envirorunental Response. Compensation, and Liability Act of 1980. Superfund 
aUows the EPA to clean up sites and to compel responsible parties to perfonn cleanups or reimburse the goverrunent 
for EPA-led cleanups. 

89 The Superfund Technical Assessment and Response Te8Ul contractors provide technical support to EPA's 
site assessment and response activities. including gathering and analyzing technical information. preparing technical 
reports on oil and hazardous substance investigations. and technical support for cleanup efforts. 

90 The Emergency and Rapid Response Services contractors provide the EPA with time-critical cleanup 
services. including personnel, equipment. and materials to contain, recover. and dispose of hazardous substances. 
The contract also provides for sample analyses and site restoration activities. 
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About 8:15 p.m. on July 27, the Federal on-scene coordinator (FOSC)91 issued an 
administrative removal order to Enbridge's chief executive officer lmder Section 311(c) of the 
Clean Water Act (33 U.S.C. 1321(c)), requiring the company to stop the flow of oil into the 
Tahoadge Creek and the Kalamazoo River, to remediate all oil and contaminated soils in and 
around the vicinity of the release and to deploy appropriate oil recovery and containment 
devices and equipment. The administrative order also required Enbridge to conduct other 
activities such as air, water, and sediment sanlpling, and waste disposal at approved facilities. 

1.12.6 Environmental Monitoring 

1.12.6.1 Air Quality 

• On July 26, EPA monitored the air along the Kalmnazoo River, in residential areas 
bordering Talmadge Creek, and at Morrow Lake. The highest concentrations of volatile organic 
compounds-organic compounds that have a high vapor pressure at normal temperatures causing 
them to evaporate readily, many of which are dangerous to human health-occurred at crossings 
of 15 112 Mile Road and A Drive North over Talmadge Creek and at the 15 Mile Road bridge 
crossing over the Kalamazoo River. 

Between July 27 and 29 the levels of benzene and petroleum hydrocarbons were 
sufficient to require respiratory protection for the cleanup workers. 

1.12.6.2 Potable Water 

On July 29, the CalhOlm County Health Department and the Kalmnazoo COlmty Health 
and Community Services Department issued an advisory to residents with private wells within 
200 feet of the Kalamazoo River and Talmadge Creek to stop using the water for drinking and 
cooking. 

On September 23,2010, the EPA issued a supplemental order that required (in part) that 
Enbridge smnple all private and public drinking water wells located within 200 feet of all 
impacted waterways and that Enbridge evaluate potential impacts to gt"Olmdwater. On 
October 31, 2010, Enbridge submitted its evaluation report to local health departments. After 
review of the report and drinking water sampling results collected to date, the local health 
departments lifted the drinking water advisory. 

1.12.6.3 Surface Water and Sediment 

The EPA ordered Enbridge to sample the surface water and the sediment of the impacted 
areas by July 27, 2010, and continuously thereafter until notified by EPA. The waters from 
Tahnadge Creek and the Kalamazoo River, from the confluence point of Talmadge Creek to 
Morrow Lake, were contaminated to varying degrees with petroleum-related hydrocarbons. Once 
the crude oil mixture entered the water, weathering, volatility, and physical agitation caused the 

91 The FOSC is the Federal official responsible for coordinating and directing response to discharges of oil into 
waters of the United States. 
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denser oil fraction to sink and incorporate into river sediments and collect on the river bottom. 
As of January 2012, the Michigan Department of Environmental Quality continued to evaluate 
water quality in the affected river system. 

On August 1 and 3, 2010, respectively, the Kalamazoo and the Calhoun County health 
departments prohibited the use of these surface waters for irrigation and the watering of 
livestock. Calhoun County's ban also applied to recreation activities, including boating, 
swinll1ling, fishing, and the agricultural use of surface waters. 

The Michigan Department of Community Health advised members of the public not 
to conSlUlle fish from either Talmadge Creek or the Kalamazoo River to the west end of 
Morrow Lake. The Kalamazoo County Health and Community Services partially lifted the water 
use ban on September 3 in response to improved water sampling test results for the pOltion of the 
Kalamazoo River between Morrow Dam and Merrill Park. 

Enbridge began collecting sediment samples on July 27 to determine the impact of the 
spill on the river system. By August 2010, field personnel noticed the presence of submerged oil. 
Starting in September 2010 and continuing throughout the winter, Enbridge removed the 
submerged oil by dredging, excavating, and aeration. In spring 2011, an EPA-directed 
reassessment found a moderate-to-heavy contamination covering over 200 acres of the river 
bottom. In August 2011, the EPA directed Enbridge to remove the remaining submerged oil. On 
Jlme 21, 2012, the responding local, state, and Federal agencies announced that impacted areas 
of Talmadge Creek and the Kalamazoo River, except for Morrow Lake Delta, are open for 
recreational use. 

1.12.7 Natural Resources and Wildlife 

With the cooperation of U.S. Fish and Wildlife Service and the Michigan Department of 
Natural Resources and Environment, Enbridge established a wildlife response center in Marshall 
to accept and treat affected wildlife. The wildlife response center cared for and released about 
3,970 animals, including about 3,650 reptiles and 196 birds. Of the 196 birds treated, 144 were 
released. 

The National Oceanic and Atmospheric Administration coordinated with Federal and 
state agencies and Enbridge to collect data on the oil-impacted natural resources for a natural 
resources damage assessment, as required by the Oil Pollution Act of 1990. The study has not yet 
been completed. 

1.13 Previous NTSB Investigations and Studies 

1.13.1 NTSB SCADA 2005 Study 

In 2005, the NTSB conducted a safety study of SCADA systems for hazardous liquid 
pipeline operators,92 examining the design and staffing of SCADA centers and operational issues 

92 Supe11'isory Control alld Data Acquisition (SCADA) in Liquid Pipelines. Safety Study NTSB/SS-05/02 
(Washington. D.C.: National Transportation Safety Board. 2005). 
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such as SCADA screen graphics, alann design, fatigue management, controller training and 
selection, and CPM (leak detection). The study examined the role of SCADA systems in 
13 hazardous liquid line accidents investigated between 1992 and 2004. In 10 of the accidents 
cited by the study, there was a delay in leak recognition by the control center operators. The 
NTSB issued a report on November 29, 2005, with five recommendations to PHMSA, which 
included that PHMSA require use of API's RP 1165 for SCADA graphics, pipeline operators 
review/audit SCADA alarms, that control center operators receive simulator or noncomputerized 
abnODnal operating condition training, that liquid pipeline operators report fatigue information 
on the PHMSA accident report form and that all pipeline operators install computer based leak 
detection systems. The 2005 NTSB report concluded that the use of a leak detection teclmology 
would enhance the control center operator's "ability to detect large spills increase the likelihood 
of spill detection, and reduce the response time to large spills." Partially in response to the study, 
Public Law 109-468, the Pipeline Inspection, Protection, Enforcement and Safety (pIPES) Act of 
2006, was enacted on December 29, 2006. To conform to these recommendations and the 
requirements of the PIPES Act, PHMSA created the control center management rule contained in 
49 CFR Parts 192 and 195. As a result, the NTSB closed the recommendations and classified 
them, "Closed-Acceptable Action." 

1.13.2 NTSB 2010 Pipeline Investigation of Pacific Gas and Electric Company 

On September 9, 2010, a gas pipeline in San Bnmo, Califomia,93 operated by the 
Pacific Gas and Electric Company (PG&E), ruptured. Eight people were killed, 10 were injured 
seriously, 48 people sustained minor injuries, and 38 houses were destroyed. In its investigation 
of this accident, the NTSB identified a lack of team performance within PG&E's SCADA 
operations center after the rupture. The report noted, 

. .. that the lack of assigned roles and responsibilities resulted in SCADA staff not 
allocating their time and attention in the most effective manner ... . The lack of a 
centralized command structure was also evident in that key information was not 
disseminated in a reliable manner .... The lack of a centralized command structure 
was also reflected in the conflicting instructions regarding whether to remotely 
close valves at the Martin Station. . .. Finally, the supervising engineer for the 
SCADA controls group seemed slow to get involved, despite the fact that he is 
responsible for all SCADA and control systems throughout the PG&E gas 
transmission pipeline system .... In summary, PG&E's response to the Line 132 
break lacked a command structure with defined leadership and support 
responsibilities within the SCADA center. Execution of the PG&E emergency 
plan resulted in delays that could have been avoided by better utilizing the 
SCADA center's capability. 

93 Pacific Gas and Electric Comp01~l' Nahlral Gas Transmission Pipeline Rupture and Fire. San Bruno. 
Cali/omia. September 9. 2010. Pipeline Accident Report NTSBIPAR-ll/Ol (Washington. D.C.: National 
Transportation Safety Board. 2011). 
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1.13.3 Carmichael, Mississippi 

ill its report of a pipeline mpture, liquid propane release, and fu"e near Cannichael, 
Mississippi on November 1, 2007,94 the NTSB noted that although an operator's PAP plan may 
meet API RP 1162 requirements and Federal pipeline standards, compliance is not a guarantee 
that implementation is effective or that the operator is exercising adequate oversight. The NTSB 
made the following recommendation to PHMSA: 

illitiate a program to evaluate pipeline operators' public education programs, 
including pipeline operators' self-evaluations of the effectiveness of their public 
education programs. Provide the National Transportation Safety Board with a 
tinleline for implementation and completion of this evaluation. (P-09-3) 

ill response to this recommendation, PHMSA expanded its state and Federal inspection 
programs to include a review of operators' effectiveness evaluations, and developed detailed 
inspection guidance for pipeline safety inspectors. These inspections are currently ongoing and 
focus on how operators evaluate their PAPs for effectiveness, the results of the evaluations, how 
the results were documented, and what improvements were identified and implemented. The 
NTSB classified this safety recommendation "Closed-Acceptable Action." 

1.14 Postaccident Actions 

1.14.1 PHMSA Corrective Action Order 

On July 28,2010, PHMSA issued a corrective action order (CAO) requiring Enbridge to 
ensure the safety of Line 6B before authorizing its return to service. The CAO required Enbridge 
to submit a return to service plan, including procedures for repairs and monitoring the pipeline if 
service were restuned. It also required Enbridge to submit an integrity verification plan that 
includes a comprehensive review of the operating history of Line 6B, fin1her inspections, testing 
and repairs within and beyond the immediate mpture area. 

On August 9, 2010, Enbridge submitted its response to the CAO and its proposed restart 
plan. On August 10, 2010, after reviewing the response and the restart plan, PHMSA stated that 
"(the plan) does not contain sufficient technical details or adequate steps to permit a conclusion 
that no immediate threats are present elsewhere on the line that require repair prior to any restart 
of a pipeline, even at a fin1her reduced pressure." PHMSA refused to approve any Enbridge 
restart plan that did not include a minimum of four investigative excavations and a hydrostatic 
pressure test. Enbridge completed the investigative excavations and successfully pressure tested 
a portion of Line 6B that included the mpture site on August 30 2010. After reviewing the 
Enbridge integrity verification results and the proposed restart plan, PHMSA issued an 
amendment to the CAO on September 17, 2010, establishing expectations for repair of known 
defects and the collection of additional integrity data. Enbridge revised its restart plan again and 
resubmitted it on September 21 . PHMSA approved the revised restart plan 2 days later on 

94 RlIph,re of Ha=ardous Liquid Pipeline With Release and Ignition of Propane, Ca17llichael, Mississippi. 
November 1, 2007. Pipeline Accident Report NTSBIPAR-09/01 (Washington, D.C.: National Transportation Safety 
Board, 2009). 
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September 22 and authorized a staged restart of Line 6B at a reduced MOP, beginning 
September 27, 2010. 

1.14.2 PHMSA's Notice of Probable Violation 

On July 2, 2012, PHMSA issued a Notice of Probable Violation (NOPV) to Enbridge 
citing 24 violations and a total preliminary civil penalty of nearly $3.7 million. Enbridge is 
required to respond to the NOPV within 30 days of receipt. The violations contained in the 
NOPV include the following: 

• Four violations of 49 CFR 195.452 (integrity management mle) iucluding discovery 
of condition, risk analysis related to pipeline segments in an HCA, and the integration 
of all threats during integrity assessments of the pipeline. 

• Three violations of 49 CFR 195.401 related to the failure to stop the pipeline when 
the Edmonton control center received the alanns druiDg the shutdown and the two 
st8111.lps that were indicative of a condition affecting safe operation. 

• Eleven violations of 49 CFR 195.402 related to the failure of the Edmonton control 
center to follow established procedures during the shutdown and startup of Line 6B. 

• One violation of 49 CFR 195.440 related to the Enbridge public awareness program 
effectiveness. 

• Two violations of 49 CFR 195.52 related to the timeliness and accuracy of 
information in the early notifications made by Enbridge to the NRC. 

• Two violations of 49 CFR 195.54 related to the timeliness and accuracy of 
information submitted to the DOT. 

• One violation of 49 CFR 195.505 related to the operation of Line 6B by operator AI , 
an unqualified individual. (Operator Al was a trainee who had just returned after 
being on sick leave for 6 months). 

1.14.3 Enbrldge Actions 

1.14.3.1 Line 68 Replacement Projects 

Since the Marshall accident, Enbridge has announced two replacement projects, 
identified as phase 195 and phase 2 96 that combined will replace the entire 285 miles of Line 6B 
in the United States. The phase 1 replacement project, announced in May 2011 replaces 75 miles 
of noncontiguous segments of Line 6B located in Michigan and Indiana. Enbridge expects to 
complete phase 1 by 2013. 

95 Enbridge Phase 1 Line 6B Replacement Project, State of Michigan, The Michigan Public Sef\1Ce 
Commission Case No. U-16856 (Au~t 26,2011) and U-16838 (August 12.2011). 

96 Enbridge Phase 2 Line 6B Replacement Project. State of Michigan. The Michigan Public Service 
Commission: Case No. U17020. 
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The application for phase 2 of the Line 6B replacement was filed on Monday, 
April 16, 2012, with the Michigan Public SelVice Commission to replace another 160 miles of 
Line 6B in Michigan and 60 miles of Line 6B in Indiana. The phase 2 request included 
increasing the diameter of 110 miles of existing 30-inch-diameter pipeline to 36-inch-diameter 
pipeline between Griffith and Stockbridge to boost the capacity of the line. The remaining 
50 miles of pipe would be replaced with 30-inch-dianleter pipe between Ortonville and the 
St. Clair River in Marysville, Michigan. 

In the 2012 filing to the Michigan Public SelVice Commission, Enbridge stated the 
following: 

Enbridge's decision to replace these segments minimizes the amount and 
frequency of future maintenance activities. While ongoing integrity inspections, 
testing and maintenance achieve required safety standards, replacement for the 
remaining Line 6B segments is the more cost-effective option to meet the current 
and future capacity requirements of its shippers. 

1.14.3.2 Enbrldge Operator Training 

Following the Marshall accident, Enbridge increased the munber of emergency response 
simulator sessions that operators took from one per year to two per year. Students also 
participated in two additional training sessions annually: one on human factors, which included 
fatigue and one on hydraulics. The additional hlmlan factors training was admiuistered in 
response to PHMSA's new rules addressing control center management. 

1.14.3.3 Integrity Management 

Enbridge issued new procedures following the accident in the areas of integrity 
management and control center operations. Enbridge now requires engineering assessments of 
cracks to use the smaller of either the nominal wall thickness or the prior measured wall 
thickness from in-line inspections. Enbridge also adopted a method of analyzing SCC features 
independently of fatigue by examining the strain rate of the crack. Pipeline excavation and 
inspection criteria have also been changed so that inspection features identified as crack-field are 
excavated if the longest indication measures 2.5 inches. Enbridge now includes the tool error, 
derived from excavation data, in the calculations of failure pressure and fatigue life and inspects 
overlays to examine overlap between corrosion and cracking. Enbridge also has implemented an 
excavation program that ensures a statistically significant number of excavations will occur 
which establishes a confidence intelVal based on the tool's results and verifies that the tool bias 
numbers are reliable. 

1.14.3.4 Enbrldge Control Center 

Enbridge added two technical specialists, who have previous control center experience, to 
the control center to assist operators when required. Before the Marshall accident, Enbridge had 
planned to move its control center to a new location. The new center was completed in 
December 2011 , and its control center operations moved to the center at that time. 
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Oversight of the control center was transferred from the vice president, customer selvice 
to senior vice president, operations. A new vice president, pipeline control and a new director, 
control center were selected. The control center operations were divided into a tenninal side and 
a pipeline side with technical specialists added to each. The specialists support the shift lead and 
the operator in technical issues. The three operators and the two shift leads involved in the 
accident were temporarily reassigned to positions outside of the control center. The two shift A 
operators retired from the company: one in September 2011 and the other in November 2011 . 

All operators, shift leads, and MBS analysts were provided additional technical training 
on hydraulics, control center roles and responsibilities, procedure compliance, column separation 
analysis, and the 10-minute operational limit. lvlBS analysts were required to note to shift leads, 
operators, and on-call supervisors, in response to an lvlBS alann, only whether the alarm was 
valid or not. Operators were annually given an additional simulated emergency scenario and 
human factors training on fatigue (a PHMSA requirement that was independent of this accident) 
and on lessons learned from previous accidents. Procedures governing the documentation of 
information to be communicated during shift changes were developed and implemented. 

Enbridge reemphasized the rule that requires an operator to shut down a line after 
10 minutes if a problem remains unresolved. Operators and supelvisors were prohibited from 
overriding approved control-room procedures. On-call procedures were revised to make 
available additional personnel-including the control center director and the senior vice 
president-when control center staff needed assistance. These on-call individuals were given 
(1) specific procedures to follow and (2) questions to be asked in particular circumstances. 

Enbridge has also stated that additional flow meters have been installed on Line 6B 
increasing the number of segments that are calculated within the lvlBS system and increasing its 
accuracy. 

1.15 Federal Oversight 

1.15.1 Canadian and U.S. Regulation 

Enbridge operates pipelines in both Canada and the United States from its Edmonton, 
Alberta, Canada, operations center. Hazardous liquid pipelines in the United States are subject to 
U.S. oversight by PHMSA and those in Canada are subject to Canadian oversight by the NEB. 
Pipelines that originated in Canada and terminated in the United States were subject to the 
requirements of both PHMSA and the NEB. PHMSA and NEB currently operate under a 
memorandum of tmderstanding signed in 2005 that outlines when notifications are to be made 
between agencies with respect to enforcement and inspections. 

According to Enbridge's manager United States/Canadian compliance, Enbridge did not 
find conflicts in meeting the requirements of the two regulators. Rather, where reporting 
requirements of the two regulators were different, the company either met the requirements of 
the applicable regulator or those of the regulator with more rigorous standards. 

68 



NTSB Pipeline Accident Report 

1.15.2 Enbrldge 2010 Long-Term Pressure Reduction Notification 

On July 15, 2010, Enbridge flled a notification with PHMSA regarding 
pressure restrictions on Line 6B that would exceed the 365 days allowed under 
49 CFR 195.452(h)(I )(ii).97 Beginning in February 2004, Enbridge had PIT conduct an in-line 
corrosion inspection of Line 6B, from the Griffith PS to the Sarnia Tenninal. The inspection was 
perfOimed using an ultrasonic USWM tool and the results showed some areas with echo-loss 
readings near pitting corrosion. 98 To ascertain the depth in these areas of echo loss, a second 
inspection was conducted on October 13, 2007, using an MFL in-line inspection technology that 
was not subject to echo-loss. Enbridge originally requested that the 2007 data be overlaid with 
the 2004 inspection data. 

In July 2008, because of difficulties in trying to overlay the two sets of data from the 
2004 and 2007 inspections, Enbridge instructed PIT to treat the more recent in-line inspection 
(2007 MFL) as a standalone report. PIT issued its initial standalone rep0l1 in November 2008. 
This initial report contained an equipment error99 that affected the sizing and the location of 
some features in the pipeline. PIT issued a revised report in May 2009 that corrected the errors in 
feature sizing. However, the errors had occurred more than halfway along Line 6B' therefore, the 
data collected in the first half of the inspection was unaffected. 

By July 17, 2009, Enbridge identified 114 corrosion features (downstream of the ruptured 
segment) from the 2007 inspection that required self-imposed pressure restrictions to maintain 
the pipeline integrity. Under the regulations, a pipeline operator may impose pressure restrictions 
on its pipeline as a temporary remediation measure to integrity defects for up to 365 days. 

In its flling to PHMSA in 2010, Enbridge referred to the July 17 2009 date as the 
"discovery of condition" date. Under 49 CFR 195.452 (h)(2) 100 a "discovery of condition" must 
be made within 180 days following an integrity assessment; Enbridge noted that the 180 days 
expired on April 10, 2008. Enbridge's July 17, 2009, "discovery of condition" date was 463 days 
past the 180 days allowed lmder the regulations and 643 days past the date that the in-line 
inspection was originally conducted. 

1.15.3 PHMSA Inspections 

PHMSA regulates the transportation of hazardous liquids and gases by pipeline in 
the United States. PHMSA conducted an Integrity Management Segment Identification and 
Completeness Check of Enbridge's integrity management program from February 26 to 27, 2002. The 

97 Title 49 CFR 195.452(b){l)(ii). Long term pressure reduction. states that "Wben a pressure reduction exceeds 
365 days. the operator must notify PHMSA in accordance with paragraph (m) of this section and explain the reasons 
for tbe delay. An operator nmst also take further remedial action to ensure the safety of the pipeline." 

98 Pitting corrosion is a form of localized corrosion that generates small holes in the external surface of the pipe. 

99 This was reported as an en-or due to slippage of the odometer wheel installed on the tool, which is 
responsible for recording the start and end of the defect when detected by the sensors. 

100 Discovery of a condition occurs when an operator has adequate infonnation about the condition to 
determine that the condition presents a potential threat to the inteprity of the pipeline. An operator must promptly. 
but no later than ISO days after an integrity assessment. obtain sufficient information about a condition to make that 
determination. Wlless the operator can demonstrate that the ISO-day period is impracticable. 
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audit found deficiencies in the process Enbridge was using to identify segments that could affect 
HCAs. PHMSA issued a notice of amendment to Enbridge on May 15, 2002. In its final 
response, dated September 3, 2002 Enbridge agreed to modify its segment identification plan. 

From May 12 to June 2,2003 PHMSA inspected Enbridge's integrity management plan. 
After the inspection on December 21, PHMSA issued a NOPV, Warning Letter, Notice of 
Amendment, and Letter of Concern, identifying 14 separate issues that included 3 probable 
violations 5 procedural issues, and 6 areas of concerns. The 3 probable violations were changed 
to "Warning Letter" by PHMSA because no civil penalty or compliance order was proposed. 
One violation involved the Plummer to the Clearbrook pipeline section of Line 4. The discovery 
of several anomalies was made within 180 days of completion of in-line inspection of the 
pipeline, but these anomalies were erroneously classified as ''previously repaired" and were 
excluded from the remediation plan. In another violation, PHMSA stated, 

Enbridge's information analysis procedures did not adequately consider data from 
other inspections and tests. Also, the process of evaluation of each pipeline 
segment by analyzing all available data was insufficient to gain a complete 
understanding of pipeline integrity (195 .452(t)(3)(g)(3)). 

Enbridge responded on January 28, 2005. Enbridge' s response stated that for all hazards 
(external corrosion, internal corrosion, SCC, weld cracking, mechanical damage), specific defect 
analysis is conducted. Based on Enbridge 's response, PHMSA ultimately closed the file on 
March 20, 2007. PHMSA conducted a second comprehensive integrity management program 
review of Enbridge during the weeks of June 12 and June 26 2006. The detailed protocol 
inspection format was utilized to review Enbridge 's processes for the following: 

• Integrating information from all relevant sources to understand 
location-specific risks for these segments ... 

• Identifying and implementing remedial actions for anomalies and defects 
identified during integrity assessments .. . 

• Performing periodic evaluations and on-going assessments of pipeline 
integrity; and 

• Evaluating Integrity Management performance. 

A summary report was prepared by PHMSA at the conclusion of the inspection 
identifying 13 recommendations concerning Enbridge's integrity management plan. Concerning 
a continual process of evaluation and assessment, PHMSA noted during the inspection that 

The lack of a periodic evaluation process was indicative of the Enbridge approach 
to integrity management, where the piggingl[pipeline integrity management] 
activities are largely done separate from risk assessment activities. Utilization of 
available information/risk analysis information appears to be limited to the 
evaluation of certain additional [preventive and maintenance] measures and is not 
well integrated with key integrity/assessment decisions. In effect, Enbridge 
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[integrity management]-related groups operate semi-independently, and it is not 
clear that overall integration of knowledge and data is occurring on a consistent 
basis. 

1.15.4 Pipeline Safety, Regulatory Certainty, and Job Creation Act of 2011 

On January 3, 2012, pipeline safety legislation was signed into law by the President, 
Public Law 112-90. The new law contains provisions related to public awareness, response 
plans leak detection, and the transportation of diluted bitumen. 

Under section 6(a) of the law, PHMSA has 1 year to do the following: 

... develop and implement a program promoting greater awareness of the 
existence of the National Pipeline Mapping System to State and local emergency 
responders and other interested parties. The program shall include guidance on 
how to use the National Pipeline Mapping System to locate pipelines in 
c01l1lllunities and local jurisdictions. 

Section 8(a) of the statute also requires that PHMSA make the response plans filed by pipeline 
operators available to the public upon written request. 

This law also addresses leak detection systems of pipeline operators and requires that 
PHMSA study the "technical limitations" of current systems and how to foster the development 
of better technologies and incorporate the requirements of these systems into the Federal code if 
feasible. PHMSA is also required to perfoffil a study of the transportation of diluted bitmnen to 
determine whether the existing regulations are sufficient to protect pipelines that transport these 
products. Line 6B transports diluted bitmnen crude oil extracted from the Alberta oil sands. 

1.15.5 National Energy Board 

The NEB is an independent regulatory agency of the GovefDlllent of Canada charged 
with overseeing international and interprovincial aspects of the oil, gas, and electric utility 
industries. Based in Calgary, Alberta, Canada, the NEB regulates the construction and operation 
of oil and natural gas pipelines crossing provincial or international borders. Because segments of 
the pipeline infrastructure in Canada and the United States are interconnected, PHMSA and the 
NEB entered into an agreement on November 22, 2005 to improve pipeline safety and enhance 
cooperation. 101 The NEB completed an inspection of Enbridge on July 18, 2008; it identified the 
following issues. 

The NEB stated that because Enbridge's integrity management program encompassed 
multiple departments (for example, integrity management, engineering, and risk management) 
with interconnected areas of responsibility, Enbridge should create a structured management 
program and implement a fOlma! documentation process across the organization. 

101 Because Enbridge's pipelines extend into the United States. they are subject to PHMSA's regulations. 
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The NEB further stated that Enbridge's integrity management program needed a hazard 
and threat identification assessment process that considers fatigue-dependent cracking, among 
other threats. The NEB noted the following: 

The assessment process and data for detennining the crack and corrosion in-line 
inspection frequency required improvement to prevent failures from reoccurring. 
Ongoing evaluation of the effectiveness of the crack management plan is required 
such that [in-line inspection] frequency can be reliable. a) (In-line inspection] 
Accuracy of crack detection and sizing; b) Validity of Crack Growth Modeling in 
regards to input data (i.e. material properties and growth coefficients) 
and ongoing field verification of assumptions; and c) Determination of the 
crack-susceptible pipelines accOlmtillg for the level of identified data 
wlce11ainty (i.e. llllknown and non-reliable input data) and continuous validation 
by field investigation. 

Similar to PHMSA's findings, the NEB also noted that Enbridge's departments were not 
well integrated, particularly when performing risk assessments. The NEB found that: 

Validation of the con·osion assessment interval results and the evaluation of their 
influence in the external corrosion mitigation and monitoring programs are 
required. Similarly, validation of crack detection [in-line inspection] perfonnance 
crack growth modeling, re-inspection frequency, susceptibility to cracking of 
Enbridge's pipeline segments, and the evaluation of their influence in the crack 
mitigation and monitoring programs are also required. 

During its inspection, the NEB discovered that each of Enbridge's departments 
was independently assessing coincidental features. The NEB stated that for Enbridge's 
integrity management program to be effective-that is to identify, monitor, assess, and mitigate 
threats-all departments should be participating in an integrated integrity management process. 
Enbridge submitted its corrective action plan to the NEB on Febmary 2, 2009. 

1.15.6 PHMSA Inspection of Enbrldge's PAP 

In May 2011, Enbridge revised its PAP and created a public awareness committee that 
includes a perfonnance metrics subcommittee. According to the committee charter, the 
committee will meet four times a year and will be responsible for the annual review of the PAP 
and the program perfonnance measures. 

In July 2011 , PHMSA conducted an inspection of Enbridge's May 2011 PAP. PHMSA's 
inspection report noted the following two findings: 

Enbridge's PAP does not have a written implementation review process that 
clearly identifies both supplemental and overall PAP implementation. 

Enbridge does not have a process in the PAP that outlines a consistent fonnat and 
methodology for evaluating program outreach, understandability of message 
content, desired stakeholder behavior, and bottom-line results. 
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1.15.7 PHMSA Facility Response Plan Review and Approval 

PHMSA had reviewed and approved Enbridge's facility response plan before the 
accident. The EPA consulted the plan during the initial phase of the response to the Marshall 
accident to gain an lUlderstanding of Enbridge's response resources and planning. The EPA 
noted that the plan did not have infonnation specific to spill response at any particular location. 
As of the date of tins report, PHMSA has not perfonned a postaccident review of the facility 
response plan. PHMSA told NTSB investigators that it will review the lessons learned from the 
Marshall accident either when Enbridge renews its facility response plan in 2015 or when 
Enbridge amends its facility response plan, whichever Enbridge completes first. 

PHMSA's plan review process was supposed to emphasize the adequacy of the pipeline 
operator's response resources, incident command system, and ability to protect environmentally 
sensitive areas. PHMSA's environmental planning officer told NTSB investigators that these 
plans are assessed based on the reviewer's professional experience and judgment. 

PHMSA also required plan holders to respond to a 16-element self-assessment 
questionnaire. On April 1, 2010, Enbridge subnlitted its responses and afImned the adequacy of 
the following elements: 

• Whether the facility response plan identifies enough spill containment equipment and 
recovery capacity to respond to a worst-case discharge to the maximum extent 
practicable; 

• If the facility response plan identifies spill recovery strategies appropriate for the 
response zones' 

• If planned spill recovery activities can be accomplished within the appropriate tier 
times' 

• Whether the plan identifies enough trained personnel to respond to a worst-case 
discharge. 

PHMSA's environmental planning officer reviewed the facility response plan and 
questionnaire without requesting supplemental information. On April 15, 2010, the 
environmental planning officer notified Enbridge that its facility response plan had been 
approved. PHMSA's correspondence to Enbridge did not cite any deficiencies in the plan. 

Following the Marshall accident, PHMSA asked the DOT Volpe National Transportation 
Systems Center (Volpe) to identify the processes used by four Federal agencies responsible for 
reviewing facility plans that are required lUlder the Oil Pollution Act of 1990. According to 
Volpe's draft report, at the tinle of the accident, PHMSA had 1.5 employees to oversee about 
450 facility response plans. Until June 2010, one PHMSA environmental planning officer 
reviewed and approved facility response plans. 

Currently, authority to review and approve facility response plans is assigned to a 
division director. PHMSA reported that another full-time employee has been assigned to oversee 
spill response plans since the data were collected for Volpe's draft report. In contrast, Volpe's 
draft report stated that EPA Region 6 had 2 employees, 3 contractors, and 22 on-scene 
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coordinators 102 to review 1,700 facility response plans. The Coast Guard Sector Boston oversees 
45 facility response plans with a staff of 4 inspectors and 3 to 4 trainees. 

Volpe's draft report stated that PHMSA does not perfonn on-site audits or unannowlced 
drills for operators who submit facility response plans for approval. Both the Coast Guard and 
the EPA conduct on-site audits and plan reviews after initial review and approval of the 
submitted plan. In addition, both the Coast Guard and the EPA conduct announced and 
unannounced exercises to test the effectiveness of plans. Although the Coast Guard and the EPA 
report to their headquarters offices on the number of plans, noncompliances, and inspections 
conducted, PHMSA has not currently implemented perfonnance metrics for its facility response 
plan program. Table 6 provides key fmdings of the Volpe draft rep011, contrasting PHMSA's 
plan review process with those of the other Federal agencies that are responsible for response 
plan review. 

Table 6. Volpe's comparative study of response plan review. 

Number of staff 
involved in plan 
review 

Completeness 
review conducted 6 

Second level 
review conductedb 

Unannounced or 
announced drills 
or exercises to 
verify plans 

PHMSA 

Yes 

No 

No 

450 

1.5 

Yes 

No 

No 

.. 
No 

Yes 

Yes 

500 for Region 5 
1,500 for Region 6 

35 In Region 5 
Sin Region 6 

Yes 

Yes 

Yes 

Coast Guard 

Yes 
vessel response plan 

Yes 

Yes 

3.000 vessel response plans and 
hundreds of facility response plans (fixed 

andmoble) 

21 In headquarters 
(18 for vessel response plan; 

3 for facility response plan) and 
hundreds In the field 

Yes 

Yes 

Yes 

• Completeness review involves the staff member using a checklist to ensure all required elements of the plan are present 
b A second level review is conducted by a more senior level staff member prior to submitting a recommendation for approval to the 
approving authority_ 

102 The on-scene coordinator can be delegated to authorize plans as needed based upon workload 
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PHM:SA's director of emergency support and security reported that in its 2012 budget 
request, PHMSA requested eight additional personnel and over $1 million to enhance its field 
oil-related activities. However, those resources were not approved in the fmal budget. He 
reported that PHMSA is developing plans to increase oil-related activities in its field program. 

1.15.8 PHMSA Facility Response Plan Advisory Bulletin 

On June 23, 2010, PHMSA issued Advisory Bulletin PHMSA-201O-0175, in light of the 
Deepwater Horizon oil spill in the Gulf of Mexico 103 advising pipeline facility response plan 
holders to review and update their plans within 30 days to ensure that adequate resources were 
available to comply with emergency response requirements to address a worst-case discharge. 
The bulletin noted that the response to the Deepwater Horizon spill had resulted in the relocation 
of oil spill response resources. The .Enbridge senior emergency response engineer responded to 
the advisory bulletin on July 21 , 2010, by stating that Enbridge had assessed its emergency 
preparedness in relation to a worst-case discharge for each of its response zones. He reported that 
two oil spill response organizations-Bay West and Gamer Environmental Services Inc.-have 
confirmed their ability to deploy appropriate spill response resources in the response zones. He 
further responded: 

In relation to the Advisory Bulletin, we have reassessed ow' facility response plan 
and concluded that our plan is complete, complies with 49 CFR Part 194, and is 
appropriate for responding to a worst case discharge in our Chicago Region 
Response Zone. 

1.15.9 Response Preparedness 

The National Preparedness for Response Exercise Program (PREP) a unified Federal 
effort to satisfy the exercise requirements of the Coast Guard, the EPA, PHM:SA, and the 
U.S. Department of the Interior's Minerals Management Service,l04 was developed to establish a 
spill response exercise program in accordance with the Oil Pollution Act of 1990. PREP became 
effective on January 1, 1994. PHM:SA requires an operator to satisfy the requirement for a 
drill program by following the PREP Guidelines. PREP requirements for onshore 
transportation-related pipelines require facility response plan holders to participate in both 
internal (facility-specific) and external (area-specific) exercises. 

Section 5 of the PREP Guidelines provides for unannounced government-initiated 
exercises to test plan holder's ability to respond to a worst-case discharge event. These full-scale 
exercises, which are used to evaluate a plan holder's operational capability, involve all levels of 
the organization and all aspects of a response operation. Plan holders are not required to 

103 Deepwater Horizon was an ultra-deepwater semi-submersible offshore oil drilling rig located in the 
Gulf of Mexico about 250 miles southeast of Houston. Texas. On April 20, 2010. while drilling. an explosion on the 
rig killed 11 crewmembers and ignited a fire. By April 22, the rig sank, leaving the well gushing oil at the seabed. 
resulting in the largest offshore oil spill in U.S. history. with an estimated release of 172.2 to 205 .8 million gallons 
of crude oil. 

104 On October 1. 2011, the Minerals Management Service was succeeded by the Bureau of Safety and 
Environmental Enforcement. 
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participate in unannounced exercises if they have already participated in one during the previous 
36 months. Although PHMSA recently has not been conducting unannounced 
government-initiated exercises, it has committed to conducting not more than 20 per year on the 
regulated pipeline industry. Records indicate that since 2005, PHMSA has participated in only 
one exercise per year and has not hosted any exercises specific to pipeline facilities. 

The PREP Gu;delines identify 16 facility response plan core components that should be 
exercised at least once during each triellIlial cycle. These core components relate to areas such as 
notifications, mobilization of resources, response management, and the ability to contain and 
recover a discharge. According to the PREP Guidelines, PHMSA is responsible for verifying 
internal exercises and for conducting and certifying external exercises conducted by the operator 
and other Federal agencies. 

Dmiug the 10-year period from 2002 to 2011, PHMSA participated in 26 drills and 
exercises. Enbridge participated in the September 24, 2003, exercise in Sault Ste. Marie, 
Michigan, which was led by the Coast Guard and PHMSA, and in the March 10-11, 2004, 
exercise in Cushing, Oklahoma, led by the Federal Bureau of Investigation, PHMSA, and more 
than 20 Federal, state, and local government agencies. PHMSA's environmental planning officer 
told NTSB investigators that Enbridge successfully completed both exercises. Key Enbridge 
personnel who participated as initial responders to the Marshall accident reported that they have 
continued to receive annual boat-handling and oil-boom deployment training for creeks and 
rivers. Several responders had previous experience with much smaller oil spills. None of the 
Enbridge first responders reported having had experience responding to an oil spill of this 
magnitude or having had previous training for oil spills in high water and swift moving creeks. 
The Enbridge response personnel also told NTSB investigators that they had no experience 
constructing underflow dam oil-containment structures, although some were aware of the 
technique. 

1.15.10 PHMSA Control Center Management 

PHMSA promulgated the control center management rule in 2009 in response to 
recommendations generated as part of the NTSB 2005 SCADA study and to fulfill the 
requirements of the PIPES Act of 2006, Public Law 109-468, which was enacted on 
December 29, 2006. Section 12(a) of the statute, concerning pipeline control center management 
required the U.S. Secretary of Transportation to do the following: 

(a) Issue regulations requiring each operator of a gas or hazardous liquid pipeline 
to develop, implement, and submit to the Secretary ... a human factors 
management plan designed to reduce risks associated with human factors 
including fatigue, in each control center for the pipeline. Each plan must include, 
among the measures to reduce such risks, a maximwu limit on the hours of 
service established by the operator for individuals employed as controllers in a 
control center for the pipeline. 

Further, section 19 of the act, "Standards," called on the Secretary of Transportation, 
no later than June 1, 2008, to implement actions corresponding to those called for in 
Safety Recommendations P-05-1 , -2, and -5. 
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Require operators of hazardous liquid pipelines to follow the American Petroleum 
Institute's Reconunended Practice 1165 for the use of graphics on the SupeIVisory 
Control and Data Acquisition screens. (P-05-1) 

Require pipeline companies to have a policy for the review/audit of alanns. 
(P-05-2) 

Require operators to install computer-based leak detection systems on all lines 
unless engineering analysis detennines that such a system is not necessary. 
(P-05-5) 

PHMSA modified existing gas and liquid pipeline regulations contained in 49 CFR 192 
and 195 to address the requirements ofP-05-1 and -2 and both recommendations were classified 
"Closed-Acceptable Action" on April 28, 2010. PHMSA's rule modifications, which took 
effect on February 1 2011, were similar for liquid and gas pipelines and required pipeline 
operators to comply with the requirements by August 1, 2011. The modified regulations 
pertaining to liquid pipelines were incorporated into 49 CFR 195.446, "Control Room 
Management. " 

Safety Recommendation P-05-5 was classified "Closed-Acceptable Alternate Action" 
on May 6, 2010, based on PHMSA's integrity management requirements to detect and repair 
leaks through defect repair prioritization, risk based assessment, repair prioritization of defects 
by environmental consequence, corrosion management, right-of-way surveillance, public 
awareness leading to citizen identifications of leaks, emergency preparedness and lessons learned 
from accident analysis. In addition, PHMSA issued Advisory Bulletin ADB-l 0-0 1 infonning 
pipeline operating companies of PHMSA's expectations regarding pipeline leak detection 
systems. Operators must justify the reasons for not having a leak detection system, and if leak 
detection systems are not in place, operators must perfonn hourly balances by hand. 

According to PHMSA's Central Region supervisor of accident investigations, its 
representatives met with DOT personnel involved in overseeing aviation and rail operations, the 
Coast Guard, and the Nuclear Regulatory Commission between 2004 and 2007, which was 
before PHMSA developed control room management rules. These meetings were conducted to 
learn about the best practices in the oversight by Federal regulators from the perspective of the 
regulators. The meetings also included the Federal Aviation Administration's (FAA) Civil 
Aerospace Medical Institute to review human factors oversight issues. This was done to assist 
PHMSA in the development of its new control room regulations. 

In addition to its regulations, PHMSA issued several advisory bulletins governing control 
rooms and SCADA systems. Advisory Bulletin 04-05, issued on November 26 2006, explained 
the parts of 49 CFR 192 and 195 that required gas and liquid pipeline operating companies to 
establish and maintain operator qualification progr81llS. The advisory bulletin advised pipeline 
operating companies to include periodic requalification for operators at inteIVals that "reflect the 
relevant factors including the complexity, criticality, and frequency of the performance of the 
task." 
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Advisory Bulletin 05-06 responded to NTSB Safety Recommendation P-98-30, which 
called upon PHMSA's predecessor agency to "assess the potential safety risks associated with 
rotating pipeline controller shifts and establish industry guidelines for the development and 
implementation of pipeline controller work schedules that reduce the likelihood of accidents 
attributable to controller fatigue." 

1.16 Other Information 

1.16.1 011 Spill Response Methods 

Effective oil spill removal strategies largely depend on the cmde oil mixnue's density 
and its tendency to float or sink in fresh water. Once the crude oil mixture (oil and diluents) 
enters the environment, weather factors , volatility, and physical agitation affect the composition, 
thus allowing some of the oil to sink into river sediments and collect on the river bottom. 

The most effective response methods to control the environmental consequences of an oil 
spill vary according to the specific spill conditions (that is, the type and amount of oil, weather 
and site conditions, and the effectiveness of the response strategies). The time required to bring 
needed resources and personnel to the scene is also critical to an effective response. Response 
actions are most viable and effective very early dming a response. When the oil is concentrated 
near the discharge source, focusing on source control, containment, and removal near the source 
provides the best oppommity to reduce adverse environmental impact. lOS 

Although Talmadge Creek flow data were not available for the day of the accident 
Enbridge first responders told NTSB investigators that the water flow was faster than they had 
previously seen. Coast Guard research indicates that controlling and recovering oil spills in fast 
moving water (above 1 knot) is difficult because oil flows under booms and skimmers in swift 
current, thus necessitating quicker and more efficient responses. 106 In a stream with a flow rate 
greater than 10 cubic feet per second, the Coast Guard recommends the use of underflow dams, 
overflow dams, sorbent barriers, or a combination of these techniques instead of deploying oil 
containment boom. 

Underflow dams can be erected in shallow rivers and culverts using hand tools or heavy 
machinery. Pipes are used to form an underflow dam, which allows water to pass, while retaining 
oil. On the day the release was discovered, Enbridge first responders used surplus pipe and an 
excavator at the Marshall PIM shop to construct an earthen underflow dam. Underflow dams 
also can be installed quickly at culverts by using sheets of plywood or another suitable barrier to 
prevent floating oil from escaping downstream. 

On July 26, Enbridge responders installed skirted oil boom and sorbent boom across the 
comtgated pipe culvert under Division Drive. (See figure 21.) When asked to identify lessons 

lOS Characteristics of Respollse Sh'ategies: A Guide for Spill Response Planning in Marille Em'ironmellts 
(American Petroleum Institute, National Oceanic and Atmospheric Administration. U.S. Coast Guard. and 
U.S. Environmental Protection Agency joint publication. June 2010). 

106 Oil Spill Response in Fast M01'ing C1I17'(mts. a Field Guide (Groton. Connecticut: U.S. Coast Guard 
Research and Development Center. October 2001). 
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learned from the response, the Bay City PLM supervisor told NTSB investigators that, in the 
future, he would ensure that sheets of plywood are included in Enbridge's boom trailers so that 
adjustable underflow dams can be constlUcted over culvert pipes. 

Figure 21. (Left) Enbridge employees install sorbent boom in front of a culvert at Division Drive. 
(Right) Oil residue marks the level of the oil carried through this culvert following the Enbridge 
release from Line 68. 

The EPA's Region 5 Integrated Contingency Plan discusses response methods for small 
river and stream environments, in which the primary use of booming should be to divert slicks 
toward collection points in low-current areas. The plan states that booming is ineffective in fast 
shallow water and in steep bank environments. The plan also states that sorbent boom should be 
used to recover sheen in low current areas and along the shore. Although sorbent boom 
effectively absorbs oil sheen in stagnant water, it is an ineffective barrier to flowing oil. 107 

The Coast Guard's Research and Development Center further describes the proper use of 
sorbent boom, stating that it is used to recover trace amounts of oil and sheen in stagnant or slow 
moving water, or as a polishing technique to control escaping sheen from containment boom. 
The Coast Guard recommends that when containment boom is used in a fast moving current the 
maximum deflection angle must be maintained to channel the oil toward calm water along the 
bank. 

The Enbridge operating and maintenance procedure for emergency response identifies 
methods for containing oil in wetlands, rivers, and sensitive areas. The procedure states that 
when containing releases in rivers, an attempt must be made to confine the product as close to 
the source as possible to prevent the product from entering a major river. The procedure states 
that releases could be contained using one or a number of the following techniques: containment 
booms, diversion booms, sorbent booms, earth dikes, and containment weirs. The procedure for 
containing releases in rivers stated that sorbent booms may be used in calm waters when current 
speeds are less than 1.64 feet per second and the degree of contamination is minor. 

107 Mechanical Protection Guidelines (Research Planning. Inc.. National Oceanic and Atmospheric 
Administration. and U.S. Coast Guard National Strike Force joint publication, June 1994). 
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1.16.2 API Standard 1160-Managlng System Integrity for Hazardous Liquid 
Pipelines 

The API Standard 1160, Managing System Integrity for Ha:ardous Liquid Pipeli11es, 
stresses that regulation should be used as the foundation of a high-quality integrity 
management program, rather than relying solely on a compliance approach. Some of the 
standard's "Guiding Principles" include the following: 

• An integrity management program must be flexible. The program should be 
customized, continually evaluated, and modified as appropriate to accommodate 
changes in the pipeline system. 

• The integration of information is a key component for managing system integrity. It is 
important to integrate all available infonnation from various sources in the 
decision-making process. 

• Identifying risks to pipeline integrity is a continuous process. Analyzing for risks in a 
pipeline system is a continuous reassessment process. The operator will periodically 
gather additional information and system operating experience. This infonnation 
should be factored into understanding system risks. 

The standard states that all "coincident occurrence" of suspected high-risk conditions or 
events should be compared using existing data. The standard further stresses that data should be 
tinlely complete, and of high quality. 
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2 Analysis 

2.1 Introduction 

This analysis explains the probable cause of the accident and includes a discussion of the 
following safety issues identified in this report: 

• Multiple aspects of Enbridge 's organization, including pipeline integrity 
management, operations control room management, leak detection and recognition 
public awareness, and environmental response. 

• PHMSA's oversight of pipeline operating companies' SCADA systems, integrity 
management programs, and facility response plans. 

• Federal pipeline safety regulations governing the assessment and repair of crack 
defects under operators' integrity management programs. 

The remainder of this introductory section discusses those elements of the investigation 
the NTSB deternIined were not factors in the accident. 

The ruptured segment of Line 6B had a polyethylene tape coating and a cathodic 
protection system., which was operating in excess of the minimwn levels specified in the 
regulations, to mitigate external corrosion. The coating had disbonded, and the NTSB Materials 
Laboratory's examination revealed large areas of general corrosion and pitting at and near the 
pipe's longitudinal seam weld in the disbonded areas. Because Line 6B's polyethylene tape 
coating had disbonded, the surface of the pipe was exposed to the surrounding environment and 
susceptible to corrosion. However, the pattern and location of the disbondment were not 
consistent with degradation associated with cathodic protection systems. Therefore, the operation 
ofthe cathodic protection system was not considered a factor in this accident. 

To investigate any potential microbial contribution to the corrosion, the EPA and the 
NTSB conducted microbial testing. The EPA's results from liquid samples showed · higher 
microbial concentrations than the NTSB's results from surface samples. Knowing the microbial 
concentrations on the metal surface is critical to estimating microbial contributions to corrosion 
damage; therefore the NTSB conducted microbial tests using corrosion product and deposit 
samples obtained from the pipe's surface beneath the coating. The results showed the presence of 
low concentrations of microorganisms in the samples; however, features typically associated 
with microbial corrosion were not observed on the corroded areas of the pipe. Therefore, 
microbial corrosion was not considered a factor in the rupture. 

Enbridge had an internal corrosion management program since 1996 that used cleaning 
tools, biocide and inhibitors to mitigate internal corrosion of its pipelines. The NTSB' s 
examination of the ruptured pipe segment showed that the internal pipe surfaces were free from 
any apparent corrosion or other visible surface anomalies. Therefore internal corrosion was not a 
factor in the rupture of Line 6B. 
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The NTSB's examination showed that the location of the fracture was inconsistent with 
transportation-induced metal fatigue or third-party damage. The fracture originated from 
corrosion pits on the external surface in the pipe's base metal and away from the longitudinal 
seam weld heat-affected zone. In addition, the NTSB's examination of the pipe showed no sign 
of third-patiy damage. Therefore, transportation-induced metal fatigue and third-pat1y damage 
were not factors in the mpture. 

The NTSB's testing of the chemical and mechanical properties of the steel taken from the 
mptured segment showed the pipe met or exceeded the API specifications in place at the time the 
pipe was manufactured. Further, the mpture did not occw' at the longitudinal seam weld or in the 
weld heat-affected zone, which are locations typically associated with manufacturing defects. In 
addition, no manufacturing anomalies were noted at the fracture origins. Therefore, pipe 
manufacturing defects did not contribute to the failure of the pipeline. 

Based on the above infonnation, the NTSB concludes that the following were not 
factors in this accident: cathodic protection, microbial corrosion, internal corrosion, 
transportation-induced metal fatigue, third-party damage, and pipe manufacturing defects. 

2.2 Pipeline Failure 

2.2.1 The Rupture 

About 5:57 p.m. during the planned shutdown the Line 6B operator increased the 
pressure at a pressure control valve near the Stockbridge Tenuinal to slow the flow rate in the 
pipeline and to increase the upstream pressure (toward the Marshall PS) by 150 psig. The 
pressure increase occurred in 16 seconds. About 45 seconds after the pressure had increased 
upstream of Stockbridge Terminal and just before the Marshall PS pump was stopped, Line 6B 
mptured at a highest recorded pressure of 486 psig,108 which was lower than the MOP of 
624 psig and the pressure restriction of 523 psig. The pipeline segment mptured due to corrosion 
fatigue cracks that had grown in size until the pipe failed during the planned shutdown. The 
corrosion fatigue cracks most likely grew from smaller cracks that were likely initiated by 
longitudinally oriented, near-neutral pH see from a con'osion pit. These cracks initiated from 
multiple origins along the 6-foot-8.25-inch rupture and in areas of extemal surface corrosion. 
The small cracks eventually grew in size and linked together to fonn one large crack. This 
segment of pipe was not excavated or repaired and the crack was allowed to grow to a depth of 
0.213 inch relative to the original wall thickness of 0.254 inch (83.9 percent), and it resulted in a 
mpture coinciding with the pipeline shutdown operations on July 25,2010. 

2.2.2 Fracture Mechanism 

The ruptured pipe segment was wrapped with polyethylene tape at the time of its 
installation in 1969. Since the late 1960s, coating teclmology has advanced significantly. The 
coatings available today follow the pipe's contour better and are more resistant to disbonding. 
Some of the newer coatings also allow cathodic protection to reach the pipe. Tape coating that is 

108 This discharge pressure was recorded locally at the Marshall PS. 
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well-adhered will remain tightly bonded to the external swface of a pipe; however, the tape 
coating on the ruptured segment had areas where the tape was loose and wrinkled with areas of 
localized bulging. Where the tape crossed the longitudinal seam weld, it was "tented" and the 
failure of the adhesive (that is, disbondment) was evident along multiple areas of the pipe, 
including areas away from the rupture location. Polyethylene tape-wrap coatings installed on 
pipelines with DSA W longitudinal seams are susceptible to disbondment due to tenting, 
particularly when the longitudinal seam weld is located at the 3 0' clock position on the pipe as it 
was in the mptured segment. 

The pipe had been installed through a wetlan~ the mptw'e occurred near the edge of the 
wetland, which potentially had subjected the mptured segment to wet-and-dry environmental 
patterns. Moisture had penetrated areas where the coating was not adhered to the pipe. This 
disbondment exposed the pipe's swface to conditions that are conducive to corrosion, 
near-neutral pH sec, and corrosion fatigue. This observation was evident by the presence of 
corrosion and clusters of cracks along the length of the mptured segment. The NTSB 's 
examination showed that fracture features emanated from the bottom of the individual corrosion 
pits at the external pipe swface. This observation indicated that the corrosion was in place prior 
to the crack formation and provided locations of concentrated stress for crack initiation. 

The fracture features found on the mptured segment were consistent with near-neutral pH 
see and corrosion fatigue as the fracture mechanism. When cross sections of the cracks were 
examined at a microscopic level, the cracks were observed extending through the metal grains 
with limited crack branching.109 On the fracture surfaces, many fine crack-arrest lines were 
f01.md near the origin areas of the cracks; farther away, larger broad-band crack-arrest features 
were found. These crack-arrest lines indicated areas of progressive advancement likely generated 
from either pressure cycles or changes in environmental conditions. 

Near-neutral pH see and corrosion fatigue are forms of environmentally assisted 
cracking and share similar fracture features. 110 However, the NTSB observed distinct differences 
in the crack arrest lines near the crack origins and those found farther away. These differences 
suggest a change in the fracture mechanism as the cracks propagated deeper into the pipe wall. 
Published experimental findings III show near-neutral pH see cracks that are about <;).020 inch 

109 Crack branching refers to crack growth where the crack path diverges into separate crack paths as it grows. 
appearing in cross section similar to the branches of a tree. 

110 (a) 1.1. Dickson and J.P. Bailon, "The Fractogmphy of Environmentally Assisted Cracking." in A.S. Krausz. 
ed .. Time Dependent Frachlre: Proceedings of tlte Elm'entll Canadian FT'achl1'e Conference. June 1984, Ottawa. 
Canada (Dordrecht: M. Nijhoff Publishers. 1985). (b) G. Gabetta. "Tmnsgranular Stress Corrosion Cracking of 
Low-Alloy Steels in Diluted Solutions," COITosion. vol. 53, no. 7 (1997). pp. 516-524. 

III (a) W. Zheog and others. "Stress Corrosion Cracking of Oil and Gas Pipelines: New Insights on Crack 
Growth Behaviour Gained From Full-Scale and Small-Scale Tests." 12th Intemational Conference on Fracture 2009. 
July 12-17.2009. Ottawa. Ontario, Canada. (b) B. Fang and otherS, "Tmnsition from Pits to Cracks in Pipeline Steel 
in Near-Neutral pH Solution," 12th International Conference on Fracture 2009, July 12-17. 2009, Ottawa. Ontario. 
Canada. (c) W. Chen and RL. Sutherby, "Crack Growth Behavior of Pipeline Steel in Near-Neutral pH Soil 
Environments," Metallurgical and Materials Transactions A , vol. 38, no. 6 (2007) pp. 1260-1268. 
(d) M.H. Marvasti. "Crack Growth Behavior of Pipeline Steels in Near Neutral pH Soil Environment," master' s 
thesis. University of Alberta, 2010. (e) F. Song and others. Dm'elopmellt of a Commercial Model to Predict Sh'ess 
COl1'Osion Q'Ocking Growth Rates ill Operating Pipelines. SwRI Project 20.14080 (Washington, D.C. : 
U.S. Department of Transportation. Pipeline Hazardous Materials Safety Administration, 2011). 
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long will likely stop growing under a static load but will grow at a rate consistent with corrosion 
fatigue tmder a cyclic load. 

Therefore, the NTSB concludes that the Line 6B segment ruptured under nonnal 
operating pressure due to corrosion fatigue cracks that grew and coalesced from multiple stress 
corrosion cracks, which had initiated in areas of external corrosion beneath the disbonded 
polyethylene tape coating. 

2.3 Federal Regulations Governing Hazardous Liquid Pipelines 

The actions an operator must take to address integrity issues for liquid pipelines are 
described in 49 CFR 195.452(h). In accordance with these requirements: 

an operator must take prompt action to address all anomalous conditions the 
operator discovers through the integrity assessment or information analysis. In 
addressing all conditions, an operator must evaluate all anomalous conditions and 
remediate those that could reduce a pipeline's integrity. An operator must be able 
to demonstrate that the remediation of the condition will ensure the condition is 
unlikely to pose a threat to the long tenn integrity of the pipeline. 

In response to API's conunents during PHMSA's rulemaking process, PHMSA amended 
its integri~ management rule by replacing the word ''repair'' with "remediate." In the 
preamble II to its rulemaking, PHMSA stated that "although actions may consist of repair, other 
actions such as ftu1her testing and evaluation, environmental changes, operational changes or 
administrative changes could be appropriate." 

PHMSA also stated that "remediate can encompass a broad range of actions, which 
include mitigative measures as well as repair" but that it "firmly believes that a repair is 
necessary to address many anomalies." However, PHMSA did not identify which anomalies 
should be repaired. 

Title 49 CFR 195.452(h)(4)(i) requires immediate repair for certain conditions, including 
"metal loss greater than 80 percent of the nominal wall regardless of dimensions" and when "a 
calculation of remaining strength of the pipe shows a predicted burst pressure less than the 
established [MOP] at the location of the anomaly." The regulation also identifies two acceptable 
methods for calculating the remaining strength of corroded pipe. The regulation does not provide 
an acceptable method for recalculating the remaining strength of cracked pipe. 

Title 49 CFR 195.452(h)(4)(iii) addresses nine conditions that require remediation within 
180 days. Four ofthese are the following: 

(D) A calculation of the remaining strength of the pipe that shows an operating 
pressure that is less than the current established [MOP] at the location of the 
anomaly. Suitable remaining strength calculation methods include, but are not 
limited to, ASME/[ American National Standards Institute] B31 G (''Manual for 

112 Federal Reg;ster. vol. 65. no. 232 (December I, 2000), p. 75377. 
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Detennining the Remaining Strength of Corroded Pipelines" (1991)) or 
[American Gas Association] Pipeline Research Committee Project PR-3-805 ("A 
Modified Criterion for evaluating the Remaining Strengtll of Corroded Pipe" 
(December 1989)). 

(G) Corrosion of or along a longitudinal seam weld. 

(H) A gouge or a groove greater tllan 12.5 percent ofnomiual wall. 

cn A potential crack indication that wilen excavated is determined to be a crack. 

Dw'iug a meeting with NTSB investigators, PHMSA's director of engineering and 
researcll stated that PHMSA expects tllat all cracks will be excavated. However, Enbridge was 
not excavating all features that had a high probability of being a crack. 

Title 49 CFR 195.452(h)(4)(iii) does not address the size, depth, location, or suitable 
engineering assessment methods associated with the predicted failure pressure or prioritization of 
crack defects as it does with corrosion defects. The regulation addresses cracks as potential 
cracks that when excavated are detellnined to be cracks but does not address what constitutes 
potential cracks or whether excavation is required of all cracks-an expectation expressed by 
PHMSA's director of engineering and research. Because the regulation is less explicit regarding 
the assessment of crack features, it does not clearly state the safety mW'gin that should be applied 
to a predicted failure pressure, as it does with corrosion, when perfonning engineering 
assessments of crack defects. Because the regulation is less prescriptive with respect to the 
remediation of crack features, the Enbridge crack management program used different and 
inconsistent excavation criteria for cracks versus corrosion. Enbridge assessed cracking by using 
fitness-for-service methods that applied a lower margin of safety to the predicted failure pressure 
than would have been applied to corrosion features assessed under the S81lle section of the 
regulations. 

Therefore, the NTSB concludes that 49 CFR 195.452(h) does not provide clear 
requirements regarding when to repair and when to remediate pipeline defects and inadequately 
defines the requirements for assessing the effect on pipeline integrity when either crack defects 
or cracks and corrosion are simultaneously present in the pipeline. 

PHMSA had inspected Enbridge's integrity management progr81ll twice prior to 
the Marshall accident. During PHMSA's first integrity management inspection of Enbridge in 
2003 and during its second comprehensive integrity management inspection of Enbridge in 2006, 
PHMSA identified deficiencies involving Enbridge's inadequate incorporation of data from all 
in-line inspections and tests. For example, after the 2003 inspection, PHMSA stated, "Enbridge's 
information analysis procedures did not adequately consider data from other inspections and 
tests. Also, the process of evaluation of each pipeline segment by analyzing all available 
data was insufficient to gain a complete understanding of pipeline integrity." After the 
2006 inspection, PHMSA stated, "In effect, Enbridge [integrity management]-related groups 
operate semi-independently, and it is not clear that overall integration of knowledge and data is 
occurring on a consistent basis." However, no further followup or verification of any corrective 
actions by Enbridge was conducted by PHMSA. In addition, Enbridge had notified PHMSA of 
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the introduction of changes to the engineering assessment of crack defects, following the 
Cohasset accident in 2002; however, no evidence was found that PHMSA asked Enbridge for 
justification in choosing a lower safety margin for the crack excavation criteria versus that of the 
corrosion excavation criteria. 

Therefore, the NTSB concludes that PHMSA failed to pursue findings from previous 
inspections and did not require Enbridge to excavate pipe segments with injurious crack defects. 

Based on its findings, the NTSB recommends that PHMSA revise 49 CFR 195.452 to 
clearly state (1) when an engineering assessment of crack defects, including environmentally 
assisted cracks, must be performed; (2) the acceptable methods for performing these engineering 
assessments, including the assessment of cracks coinciding with corrosion with a safety factor 
that considers the uncertainties associated with sizing of crack defects; (3) criteria for 
detennining when a probable crack defect in a pipeline segment must be excavated and time 
limits for completing those excavations; (4) pressure restriction limits for crack defects that are 
not excavated by the required date; and (5) acceptable methods for determining crack growth for 
any cracks allowed to remain in the pipe, including growth caused by fatigue, corrosion fatigue, 
or SCC as applicable. 

PHMSA states the following in 49 CFR I95.452(h)(2): 

Discovery of a condition occms when an operator has adequate information about 
the condition to determine that the condition presents a potential threat to the 
integrity of the pipeline. An operator must promptly but no later than 180 days 
after an integrity assessment, obtain sufficient information about a condition to 
make that determination, unless the operator can demonstrate that the I80-day 
period is impracticable. 

The regulation does not provide an upper limit to the number of days that an operator can 
take to complete the determination of threats on the pipeline only that it must have information 
within 180 days. In addition, the regulation does not state whether the operator must act when a 
partial assessment has determined threats to the integrity of the pipeline. As written, the 
regulation allows a pipeline operating company to define what constitutes an "assessment" of its 
pipeline system and to delay corrective integrity actions. 

If pressure restrictions are imposed to maintain the integrity of a pipeline, 
49 CFR I95.452(h)(I)(ii) requires that pressure resb.ictions extending beyond 365 days be 
communicated to PHMSA. Enbridge filed a notice of long-term pressure reduction with PHMSA 
on July 15, 2010, 1 year following what it defined as the "discovery of condition" and the date 
when pressure restrictions were first imposed on Line 6B to safeguard the pipeline from 
corrosion defects. These pressure restrictions were imposed on July 17, 2009, more than 
600 days after the original October 13, 2007,113 in-line inspection that identified the defects 
requiring pressme restrictions and 463 days beyond the I80-day "discovery of condition" 
deadline. Only through this long-term pressure restriction notification process did PHMSA learn 

113 The 2007 MFL corrosion inspection was a followup in-line inspection to a 2004 inspection of Line 6B, 
which included some readings with echo-loss problems that impacted the reported depth. The 2007 in-line 
inspection was originally intended as a "fill-in" to supplement the 2004 inspection. 

86 



NTSB Pipeline Accident Report 

of the numerous delays to its original date-of-discovery deadline (April 10, 2008), which 
Enbridge stated were due to revisions and reissues of the 2007 in-line corrosion inspection 
report. 

Enbridge was not required to notify PHMSA that it had exceeded the 180-day "discovery 
of condition" deadline because Enbridge stated that the revisions constituted inadequate 
infonnation. However, a portion of the 2007 in-line inspection was \lllaffected by the errors that 
required the revisions and could have been used to impose pressure restrictions. The NTSB 
recognizes that the tool vendor has a role in the operator meeting the deadlines that are 
established by the "discovery of condition" mle; however, when defects are time-dependent, the 
regulator should be infonned when delays exceed 180 days. 

Therefore, the NTSB concludes that Enbridge's delayed reporting of the "discovery of 
condition" by more than 460 days indicates that Enbridge's interpretation of the current 
regulation delayed the repair of the pipeline. 

The NTSB is concerned that other pipeline operators also may interpret the current 
regulation in a manner that delays defect repairs on a pipeline. Therefore, the NTSB recommends 
that PHMSA revise 49 CFR 195.452(h)(2), the "discovery of condition," to require, in cases 
where a detennination about pipeline threats has not been obtained within 180 days following the 
date of inspection, that pipeline operators notify PHMSA and provide an expected date when 
adequate infonnation will become available. 

2.4 Deficiencies in the Integrity Management Program 

The Enbridge crack management plan operated tmder the premise that defects in an aging 
pipeline with disbonded coating could be managed using a single in-line inspection technology 
and that prioritization of crack defects for excavation and remediation could be effectively 
managed through engineering assessments based strictly on the crack tool inspection data. 

The program did not aCCO\lllt for errors associated with in-line inspections and the 
interaction of multiple defects on a pipeline. The 51.6-inch-long crack-like feature that 
eventually led to the Line 6B mpture was one of six features that had been detected on 
the ruptured segment during an in-line inspection conducted by Enbridge's integrity management 
program in 2005. Non-detection and improper classification of the defect are inherent risks when 
relying solely on in-line inspection data to ensure the integrity of the pipeline, yet for 
nearly 5 years following the inspection, the integrity management program failed to identify the 
51.6-inch crack feature located adjacent to the weld as a threat to the pipeline. The Enbridge 
integrity management program relied entirely on the 2005 USCD tool inspection data and the 
engineering assessment methods, which applied a lower margin of safety than was applied under 
the corrosion management program and analyzed the pipeline integrity without accounting for 
tool inaccuracies, validating the reported wall thickness, or considering interacting threats. Had 
the Enbridge integrity management program included any of these aspects, the crack-like defect 
that eventually resulted in the ruptured pipeline segment in Marshall might have been identified 
and addressed. 
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2.4.1 Engineering Assessment of Cracks and Margin of Safety 

Enbridge applied a lower margin of safety when assessing crack defects versus when 
assessing corrosion defects. The Enbridge integrity crack management group calculated the 
predicted failure pressure for each reported defect from data supplied following in-line 
inspections. From these calculations, Enbridge would select and prioritize pipeline segments for 
excavation. 114 To Enbridge, the excavation of a pipeline segment would expose the segment and 
would include a visual inspection and a nondestructive examination 115 for cracks (including 
SCC) and corrosion. The results from these field assessments were sent to the integrity crack 
management group and used to assess tool accuracy and to make decisions for repairing the 
defect. 

All crack-like features that had a predicted failure pressure that was calculated to be less 
than the hydrostatic test pressure of the pipeline segment were scheduled to be excavated 116 

Hydrostatic test pressure is defined by 49 CFR 195.304 as a minimwn pressure of 1.25 times the 
MOP of the pipeline. The Line 6B rupture segment had a MOP of 624 psig with a stated 
hydrostatic test pressure of 796 psig (or 1.28 times the MOP). By comparison, the corrosion 
defects on Line 6B were required to be excavated and remediated in accordance with 
49 CFR 195.452(h)(4)(i)(B) when calculated predicted failure pressures were less than 
1.39 times the MOP of the pipeline or SMYS (867 psig the pressure that equates to a 
circumferential stress equivalent to the SMYS of the pipe). Therefore, the calculated margin of 
safety for a corrosion feature was 11 percent higher than that of a crack feature. 

The use of a lower safety factor for crack defects is inconsistent with the growth rate 
asswnptions used by the Enbridge crack management and corrosion management groups. The 
crack growth rate used in the engineering assessments of cracks is greater than the maximwn 
corrosion growth rate asswnption. Fw1hermore, Enbridge has stated that a greater range of 
possible errors is associated with crack tools and that a higher reliability exists with corrosion 
tools. However, neither of these factors was reflected in the lower safety margin used by 
Enbridge when assessing cracks than when assessing corrosion. A larger margin of safety would 
have resulted in a larger nwnber of crack defects being eligible for excavation and examination. 

2.4.2 In-line Inspection Tool Tolerances 

To account for uncertainty in the depth sizing of crack features, the USCD tool has a 
stated tolerance of ±0.02 inch. However, Enbridge did not include this tolerance in its 
engineering assessment of the crack defects from the 2005 US CD in-line inspection report. 
Enbridge applied an engineering assessment method that used the maximum depth reported by 
the tool, without incorporating tool tolerance to predict a failure pressure on the pipeline. If this 

114 A reported depth greater than 40 percent of the wall thickness was another trigger that was used to select 
crack features for excavation. None of the crack-like defects identified on the rupture segment had a reported depth 
greater than 40 percent. 

115 Magnetic particle testing was performed for sec. and a U SWM tool was used to record reDl8ining wall 
thickness. 

116 Five features were excluded with the cOlDDlent "surface breaking lantination. · Enbridge stated that 
experience had shown these features are ntid-walliantinations with no surface-breaking contponent. 
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predicted failw'e pressure was lower than the hydrostatic test pressure, rather than excavate the 
crack, Enbridge requested that PIT analyze the in-line inspection data again and refine the 
estimated crack depth or crack profile. TIns was the case for the 9.3-inch-long crack and deepest 
of the six features identified in 2005. The Enbridge method of engineering assessment used the 
tool-reported crack depths as actual without accoWlting for tool error. However, PIT has stated 
that the tool tolerance should be incorporated in the reported crack depth. If tool tolerance is not 
accolmted for during an engineering assessment, the size of some defects may be 
underestimated, resulting in a predicted failure pressure greater than the actual failure pressure. If 
the predicted failure pressure is greater than the hydrostatic test pressure, these defects may not 
get excavated and evaluated. 

2.4.3 Improper Wall Thickness 

Enbridge used the wall thicmess reported by the 2005 USCD tool (0.285 inch) in its 
fitness-for-purpose failure pressure assessment and crack-growth calculations used to prepare the 
excavation list. The reported wall thickness from the USCD tool appeared in the in-line 
inspection report as a constant for the entire length of the ruptured segment. But, wall thickness 
can vary significantly along the length of a pipe and while this value was within the 
specification tolerance for this pipe Enbridge did not compare the value to the values reported 
by the 2004 USWM wall measurement tool. The 2005 USCD tool-reported wall thickness of 
0.285 inch was 0.035 inch thicker than the nonnnal wall thickness of 0.25 inch. By using the 
tool-reported wall tlncmess instead of the nominal, Enbridge effectively added another 
14 percent to the maximum allowable pressure rating for the pipeline segment. The Enbridge 
crack management program did not compare the tool-reported wall thicmess in the 2004 in-line 
corrosion inspection, which measured local wall thicmess, with the 2005 in-line 
crack-inspection reported wall thickness. Enbridge also did not apply a nominal wall thicmess 
during the engineering assessment of the 2005 in-line inspection data. 

2.4.4 Corrosion and Cracking Interactions 

In 2005, Enbridge had no procedure that accounted for the interaction between corrosion 
and cracking and the potential influence on crack depth reporting. The USCD tool Enbridge used 
in 2005 measured the crack depth from the surface adjacent to the crack; therefore, if the pipe's 
wall was free of corrosion, then the estimated depth reported by the crack tool closely matched 
the actual crack depth. However, if corrosion had caused wall loss on the surface adjacent to the 
crack, then the crack depth measured by the tool was less than the actual depth of the crack 
relative to the original surface of the outer wall. The 2004 corrosion inspection results and the 
2005 crack inspection results showed areas where cracks and corrosion overlapped in regions 
directly over the ruptured area. 

Enbridge did not have a procedure to account for wall loss due to corrosion when it was 
evaluating the in-line inspection crack-tool-reported data and was preparing the excavation list. 
Considering interacting threats in addition to individual threats to pipeline integrity provides a 
more accurate assessment of potential hazards. The practice is also recognized in Federal 
regulations and industry guidance, which highlight the importance of integrating all available 
information in an integrity management program. According to API 1160, "The integration of 
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information is a key component for managing system integrity." API 1160 further notes that it is 
important to integrate all available infonnation from various sources in the decision-making 
process; in particular, an operator should compare the "coincident occtUTence" of suspected 
high-risk conditions. Title 49 CFR 195.452(t)(3) states that one of the minimlUl1 requirements of 
an integrity management program is "an analysis that integrates all available infonnation about 
the integrity of the entire pipeline and the consequences of a failure." 

2.4.5 Crack Growth Rate Not Considered 

Enbridge integrity management did not adequately address the effects of a corrosive 
environment on crack growth rates. In its 2005 USCD engineering assessment, the Enbridge 
crack management group used a fatigue crack growth model to predict the remaining life of the 
pipeline to ensure that in-line inspection intervals were selected at a frequency that allowed it to 
monitor crack growth. Enbridge did not calculate crack growth rates for other potential crack 
mechanisms (such as SCC or corrosion fatigue). In 2011, an Enbridge consultant conducted a 
systemwide threat assessment review to examine the pipeline integrity threats. The threat 
assessment used data from an existing Enbridge leak-report database, which contained data 
collected from 1984 to 2010. According to the threat assessment, the "environmentally assisted 
cracking mechanism that is most prevalent along Enbridge's liquid pipeline system is either 
near-neutral pH SCC or corrosion fatigue." Much of the information used to draw this 
conclusion was available to the Enbridge crack management group. However, until the time of 
the Marshall accident, Enbridge's crack management plan focused only on fatigue cracks. The 
growth rates of environmentally assisted cracks (such as corrosion fatigue cracks~ can be an 
order of magnitude or more greater than nominal fatigue crack growth rates. 17 Because 
Enbridge did not include crack growth from corrosion fatigue in its analysis, some cracks in the 
pipeline could grow significantly faster than predicted under the Enbridge engineering 
assessment. Enbridge's crack management program and reinspection interval selection is 
inadequate because it fails to consider all potential crack growth mechanisms that are prevalent 
in its pipeline. 

2.4.6 Need for Continuous Reassessment 

The TSB's investigation of the 2007 rupture of Enbridge's Line 3 in Glenavon, 
Saskatchewan, identified limitations of in-line inspection tools and of the engineering assessment 
methods Enbridge used to evaluate pipeline safety based on the inspection reports. The Enbridge 
USCD tool inspection conducted in 2006 on Line 3 measured the depth of the defect that 
ultimately failed and reported it within a depth range of 12.5 to 25 percent of estimated wall 
thickness. Enbridge had conducted an engineering assessment of the crack defect and determined 
that the predicted failure pressure of the pipeline segment was greater than the hydrostatic test 
pressure; consequently, the feature was not excavated. 

Enbridge changed its process, based on the [mdings in the 2007 TSB report, to include 
tool tolerances during an engineering assessment of Line 3. However, the changes implemented 

117 W. Chen. Repol1 011 Achiel'illg Ma:\'imllm Crack Remediatiol1 Effect/rom Optim;::ed Hydl'otestillg. prepared 
by University of Alberta. Department of Chemical and Materials Engineerin~. Edmonton. Alberta, for the 
U.S. Department of Transportation. PHMSA, June 15.2011. 
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on Line 3 because of the Glenavon accident were never applied retroactively to the 2005 in-line 
inspection data collected for Line 6B. The Enbridge integrity management program did not 
incorporate a process of continuous reassessment to all of its pipeline engineering assessments 
when it neglected to apply the revised crack assessment methods to Line 6B. API Standard 1160, 
titled "Managing System Integrity for Hazardous Liquid Pipelines," defmes pipeline integrity 
risk assessment as a continuous process and risk analysis as a continuous reassessment process. 
The standard also states that any applicable information or experience "should be factored into 
the understanding of system risks." 

2.4.7 Effect of Integrity Management Deficiencies 

To examine the role that some of the deficiencies described above played in Enbridge not 
identifying the crack-like features as an integrity threat between 2005 and 2010, the NTSB 
conducted an engineering assessment of the six crack-like features identified in the 2005 in-line 
inspection of the ruptured segment. Variables such as tool tolerances, nominal wall thickness 
and interaction of corrosion and cracking were evaluated, using Enbridge's analysis software and 
assumptions from 2005, to determine whether the 51 .6-inch crack feature would have triggered 
an excavation of the ruptured segment. The results of the assessment showed anyone of the 
variations used in the predicted failure pressure calculations would have resulted in a calculated 
failure pressure below the stated Enbl'idge criteria (that is, hydrostatic test pressure) and required 
that the rupture feature be placed on an excavation list. 

In addition, the NTSB examined the impacts to the engineering assessment when the 
excavation criteria for cracks were equal to the excavation criteria for corrosion. The predicted 
failure pressure results of the Enbridge 2005 engineering assessment for the six crack-like 
features were compared against a threshold of 1.39 times the MOP. The findings show that the 
51.6-inch-Iong crack-like defect that resulted in the rupture had a predicted failure pressure that 
was less than 1.39 times the MOP but greater than the hydrostatic test pressure. 118 Had 
Enbridge's crack management program used a margin of safety equivalent to the margin of 
safety used in the corrosion management program (1.39 times MOP), the crack-like feature that 
eventually grew to failure would have been identified for excavation. 

Enbridge currently includes an allowance for tool tolerance developed from field 
excavations, with the crack depth when it is analyzing crack feanrres. By adding the tool 
tolerance to the crack depth, the crack depth estimates used in the analysis are increased and 
some uncertainty associated with the in-line inspection tool's sizing of the defects is mitigated. 
Enbridge now uses the lesser of either the nominal wall thickness or the remaining wall thickness 
reported in the USWM tool inspection report when performing engineering assessments of crack 
defects. 

Since the accident, Enbridge has added an analysis of see to its process for analyzing 
crack growth in addition to its analysis for fatigue crack growth. However, Enbridge still does 
not consider corrosion fatigue in its analysis of crack growth. Because corrosion fatigue cracks 

118 Crack defects from in-line inspection reports had to have a predicted or calculated faillU'e presSlU'e of less 
than hydrostatic test presslU'e to be excavated in 2005. 
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can grow faster than SCC or fatigue cracks, Enbridge's current analysis of crack growth can still 
underestimate crack growth rates in areas of corrosion. 

Therefore, the NTSB concludes that Enbridge's integrity management program was 
inadequate because it did not consider the following: a sufficient margin of safety, appropriate 
wall thickness, tool tolerances, use of a continuous reassessment approach to incorporate lessons 
learned, the effects of corrosion on crack depth sizing, and accelerated crack growth rates due to 
corrosion fatigue on corroded pipe with a failed coating. 

The NTSB recommends that Enbridge revise its integrity management program to ensure 
the integrity of its hazardous liquid pipelines as follows: (1 ) implement, as part of the excavation 
selection process, a safety margin that conservatively takes into account the uncertainties 
associated with the sizing of crack defects from in-line inspections; (2) implement procedures 
that apply a continuous reassessment approach to innnediately incorporate any new relevant 
information as it becomes available and reevaluate the integrity of all pipelines within the 
program; (3) develop and implement a methodology that includes local corrosion wall loss in 
addition to the crack depth when performing engineering assessments of crack defects coincident 
with areas of corrosion; and (4) develop and implement a corrosion fatigue model for pipelines 
under cyclic loading that estimates growth rates for cracks that coincide with areas of corrosion 
when detenniuing reinspection intervals. 

To ensure that the approach adopted by Enbridge under the integrity management 
program is consistent with PHMSA's regulations, as recommended in the above safety 
recommendation, the NTSB believes that it is prudent for the regulator to perform an inspection 
of the revised Enblidge integrity management program. Therefore, the NTSB recommends that 
PHMSA conduct a comprehensive inspection of Enbridge's integrity management program after 
it is revised in accordance with the above safety recommendation. 

Typically, different tools, techniques, and vendors are involved in performing various 
in-line inspections of a pipeline to assess its integrity. The NTSB concludes that to improve 
pipeline safety, a uniform and systematic approach in evaluating data for various types of in-line 
inspection tools is necessary to determine the effect of the interaction of various threats to a 
pipeline. The Pipeline Research Council International has been involved in energy pipelines 
research progrruns since 1952' it also works with many trade associations such as the American 
Gas Association, the Interstate Natural Gas Association of America, and NACE Intemational. 
The NTSB therefore recommends that the Pipeline Research Council Intemational conduct a 
review of various in-line inspection tools and technologies-including, but not limited to, tool 
tolerance, the probability of detection, and the probability of identification-and provide a model 
with detailed step-by-step procedures to pipeline operators for evaluating the effect of interacting 
corrosion and crack threats on the integrity of pipelines. 

It is NTSB' s expectation that the safety recommendation to PfTh.1SA to revise 
49 CFR 195.452 would require all hazardous liquid pipeline operators to correct deficiencies in 
their integrity management programs. However, the NTSB recognizes the effort and the time 
required to make these revisions. The NTSB concludes that pipeline operators should not wait 
until PHMSA promulgates revisions to 49 CFR 195.452 before taking action to improve 
pipeline safety. Therefore, the NTSB recommends that PHMSA issue an advisory bulletin to all 
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hazardous liquid and natural gas pipeline operators describing the cirC1.llllStances of the accident 
in Marshall, Michigan-including the deficiencies observed in Enbridge's integrity management 
program-and ask them to take appropriate action to eliminate similar deficiencies. 

2.5 Mischaracterization of the Crack Feature 

According to PIT, a "crack-like" characterization was indicative of a single linear crack 
whereas a "crack-field" characterization implied that the feature was made up of a cluster of 
small cracks typically associated with see. All six features identified on the ruptured segment, 
including the 51.6-inch-Iong feature that grew to failure, were initially characterized as 
"crack-field" features by the junior analyst; however, a supervisor changed the fmal report to 
read "crack-like" features. When PIT identified a feature as a "crack-field," PH also reported the 
length of the longest individual crack within the cluster. Enbridge used a criterion of 2.5 inches 
for the longest crack as a trigger for excavation of "crack-field" defects. 

After the Marshall accident, PIT reexamined the in-line inspection data and determined 
that the features were misclassified. Based on this exanrination of the failure defect, the rupture 
feature would have had a longest indication1l9 that measured 3.5 inches. Because this longest 
indication within the cluster was greater than the Enbridge excavation criteria for "crack-field" 
features, the 51.6-inch feature would likely have been excavated by Enbridge in 2005 . 

Therefore the NTSB concludes that PIT's analysis of the 2005 in-line inspection data for 
the Line 6B segment that ruptured mischaracterized crack defects, which resulted in Enbridge 
not evaluating them as crack-field defects. 

2.6 Control Center 

For over 17 hours, Enbridge control center staff directly involved with operating Line 6B 
did not recognize that the pipeline had ruptured. During this time, the control center staff 
believed that column separation was present in the pipeline and that the pipeline could and 
should be started. After 17 hours, the control center received a call from a gas utility technician 
stating that he had found oil on the ground. 

The NTSB examined Enbridge's control center operations to understand how the staff 
failed to detect the rupture. The investigation found that the control center staff's errors-the 
protracted misinterpretation of the pipeline status and the two pipeline startups (each of which 
pwnped additional crude oil into the environment and exacerbated the damage caused by the 
rupture )-were influenced by multiple factors. The investigation examined the Enbridge control 
center staff's team performance and training, preparedness to detect pipeline mptures, and 
tolerance for procedural deviance. 

119 Longest indication refers to the longest cmck within the cluster of cmcks of a "crack-field" defect. 
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2.6.1 Team Performance 

The control center staff involved in pipeline operations consisted of control center 
operators, terminal operators MBS analysts, shift leads, and supervisors. Control center 
operators were given the authority to decide when to tenninate pipeline product flow with input 
from the MBS analysts. That is, operators had the final authority to tenninate flow without the 
fear of repercussion from the company. The control center operators were to use input from the 
MBS analysts, who were responsible for determining the validity of MBS alanns. When MBS 
alarms occurred, operators were to consult with MBS analysts and to infonn shift leads. If shift 
leads needed assistance in making operating decisions, they consulted with and obtained 
approval from higher-level supervisors; an on-call supervisor was available outside of nonnal 
business hours. Shift leads were to oversee and facilitate the work of the control center operators. 

Owing shift B, MBS alanns associated with the Line 6B rupture appeared on the 
operator's SCADA display. Operator Bl notified the MBS analyst, who determined that the 
alanns were due to column separation. The control center operator and the shift lead's 
subsequent actions regarding Line 6B were consistent with, and largely influenced by, the 
MBS analyst's determination of the cause of the MBS alarm and his characterization of the 
alarm as false. Later, when shift lead B2 discussed with the on-call supervisor the inability to 
merge the separated oil columns in Line 6B, the on-call supervisor deferred to MBS analyst B's 
explanation for the column separation and the analyst's suggestion that line pressure be increased 
to compensate for the inactive Niles PS. The on-call supervisor approved the shift lead's request 
to authorize starting up the line again. 

The transcript of the conversations regarding the Line 6B second startup and the actions 
and decisions of those involved in operating Line 6B during the time of the accident reveal a 
control center team that perfonned ineffectively during the events of this accident. At the time of 
the accident, the MBS analyst became the de facto team leader because his conclusions provided 
an explanation for the Line 6B situation that affected the team's perceptions and actions 
regarding the line. More important, the MBS analyst provided more than an assessment of 
whether the alarm was valid-he proposed that the alarm was caused by cohunn separation, and 
he proposed a solution (that is, starting up the line flow with greater pump power than previously 
had been used). The control center operator and shift lead eventually accepted the MBS analyst's 
proposed cause and course of action, despite the fact that the MBS analyst was not assigned a 
team leadership position. The control center operator, shift lead, and supervisor did not seek 
alternative explanations of the MBS alarm. Given the deference of the team to someone who had 
exceeded his area of responsibility by providing an explanation for the MBS alann and a 
proposed solution, lack of effective team performance was evident. Therefore, the NTSB 
concludes that the ineffective performance of control center staff led them to misinterpret the 
rupture as a column separation, which led them to attempt two subsequent startups of the line. 

The NTSB has investigated previous accidents in which breakdowns in team 
perfonnance occurred. hI these accidents, team leaders transferred their authority to subordinates 
who they believed possessed more expertise than they did in the circumstances they were 
encountering. During restricted visibility conditions at a Detroit airport, the captain of a transport 
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aircraft deferred to his first officer's navigation on the ground.120 The captain had just been 
cleared to return to flight operations and had completed his captain recertification process after 
an extended absence. The first officer unknowingly guided the aircraft onto an active runway. 
The airplane was then struck by an aircraft that was taking off. 

In a recent marine accident,121 a licensed deck officer (the third mate), who was new to 
the vessel and on his first watch, deferred the vessel navigation to the helmsman who did not 
have a mate's license and had been on the vessel for 17 months. The helmsman steered and 
navigated the vessel onto rocks, and the vessel grolwded. 

Similarly ill the Marshall accident, the assigned leader of the team (the on-call 
supervisor) deferred his authority to the MBS analyst. The two individuals essentially reversed 
roles as was seen in the two previously mentioned accidents. 

The ineffective performance of the control center team in this accident is consistent with 
human factors research on team performance, which has shown that the quality of team 
performance is influenced by team structure and team leadership. In essence, the effectiveness of 
the team leader (that is, the person responsible for defining goals organizing resources to 
maximize peliormance, and guiding individuals toward those goals) influences the effectiveness 
of the team. Further, team coordination in this accident had broken down as well, such that other 
team members failed to recognize that the MBS analyst had incorrectly intelpreted the 
MBS alarm and consequently had proposed an improper solution to its real cause. In a 
2007 study, researchers stated the following: 

... coordination is the behavioral mechanism team members use to orchestrate 
their performance requirements. When coordination breakdowns occur, this can 
lead to errors, missed steps or procedures, and lost time . ... For example, if one 
team member makes an error, this will likely translate to another team member 
error if it is not caught and corrected. 122 

In this accident, none of the control center teanl members involved in Line 6B operations 
recognized that the cause of the alarms was a rupture and that starting the line would only 
exacerbate, rather than correct, the underlying condition. 

Human factors research also has shown that team effectiveness and performance levels 
are enhanced by team training.123 Although Enbridge control center staff worked in teams, they 

120 N01llnl'esf Air/i"es. Inc.. Flights 1482 and 299. Runway Incln"Sion and Collision. Deh'oil 
MetropolitanlWayne County Ailport. Romuills. Michigan. December 3, 1990. Aviation Accident Report 
NTSB/AAR-91105 (Washington. D.C.: National Transportation Safety Board. 1991). 

121 Grounding of u.s. Passenger Vessel Empress of the North. Intersection of Lynn Canal and Icy S/mi/. 
Southeast Alaska. May 14. 2007. Marine Accident Report NTSBIMAR-08/02 (Washington, D.C.: National 
Transportation Safety Board. 2008). 

122 K.A. Wilson and others, "Errors in the Heat of Battle: Taking a Closer Look at Shared Cognition 
Breakdowns Through Teamwork." Human Factol"S. vol. 49, no. 2 (2007), pp. 243-256. 

123 (a) E. Salas. N.J. Cooke. and M.A. Rosen, (2008) On Teams. Teamwork, and Team Perfonnance: 
Discoveries and Developments," Human Factol"S, vol. 50. no. 3 (2008), pp. 540-547. (b) E. Salas. N.J. Cooke. and 
J.C. Gorman. "The Science of Team Performance: Progress And the Need for More .. .. " Human Factors. vol. 52. 
no. 2 (2010), pp. 344-346. (c) C.R. Paris. E. Salas. and J.A. Cannon-Bowers, "Teamwork in Multi-Person Systems: 
A Review and Analysis," Ergonomics. vol. 43. no. 8 (2000). pp. 1052-1075. 
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were not trained to do so, and PHMSA's regulations did not require Enbridge to provide team 
training. Enbridge trained its operators primarily individually, providing them with the 
lmowledge and the skills needed to operate the pipelines, using simulated operational scenarios 
with instructors playing the roles of other control center staff. Control center operators, 
MBS analysts, shift leads, and supervisors did not train together. Therefore, the NTSB concludes 
that Enbridge failed to train control center staff in team perfonnance, thereby inadequately 
preparing the control center staff to perfonn effectively as a team when effective team 
perfonnance was most needed. 

Further, the ineffective team perfonnance noted in this accident was similar to the 
inadequacies of the SCADA control center staff the NTSB noted in its investigation of the 
September 9, 2010 gas pipeline rupture and fire in San Bruno, California. fu that accident, the 
NTSB found "that it was evident from the communications between the SCADA center staff, the 
dispatch center, and various other PG&E employees that the roles and responsibilities for dealing 
with such emergencies were poorly defined" and that "PG&E's response to the Line 132 break 
lacked a command structure with defined leadership and support responsibilities within the 
SCADA center." 124 

Given the team perfonnance deficiencies noted in both the San Bruno and the Marshall 
accidents and the pivotal roles these deficiencies played in control center staff errors there is a 
clear need for pipeline companies to address team perfonnance in their operator training. 
fu 14 CFR 121.404, the FAA requires airline pilots to be trained in team perfonnance, which 
is referred to as crew resource management (CRM) in aviation, and provides guidance to 
airlines on developing, implementing, reinforcing, and assessing team performance (in the 
January 22, 2004, FAA Advisory Circular 120-51e, "Crew Resource Management Training"). 
Team training prepares people to work efficiently and effectively as members of a group. CRM 
in commercial aviation seeks to reduce human errors in the cockpit by improving interpersonal 
communications, leadership skills, and human decision-making. The essential elements of CRM 
training include the following: 

• Learning to fimction as members of teams, not as a collection of technically 
competent individuals. 

• fustructing how to behave in ways that foster crew effectiveness. 

• Providing opportunities to practice the skills necessary to be effective team leaders 
and team followers. 

• Training on effective team behaviors during nonnal, routine operations. 

CRM programs have been developed in several transportation areas. For passenger flight 
operations, 14 CFR 121.419 121.421, and 121.422, require pilots, flight attendants, and 
dispatchers to participate in CRM training. fu marine transportation, the Coast Guard requires 
licensed mariners on internationally operating vessels to participate in bridge resource 
management (BRM) training. fu railroad transportation, the Federal Railroad Administration has 
sponsored research to develop rail CRM programs. Additionally, there has been substantial 

124 NTSBIPAR-I 1101. p. 98. 
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research on the effectiveness of CRM programs. 125 There have been considerable materials 
published on the objectives and basic cwnculum of team training through CRM, and similar 
curricula is available in several transportation modes that prepare individuals in team practice 
sessions to work together as teams. Therefore, the NTSB recommends that PHMSA develop 
requirements for teanl training of control center staff involved in pipeline operations similar to 
those used in other transportation modes. 

2.6.2 Training 

Few of the Enbridge control center operators or shift leads who were involved in Line 6B 
operations had experienced a pipeline rupture before this accident. The majority of operators the 
NTSB interviewed indicated that their primary exposure to leaks occurred during regularly 
scheduled annual simulated exercises. Control center operators commented on the relative 
frequency of the column separations they had experienced, particularly in areas of changing 
elevation (not a factor in this accident) and at times during line startups and shutdowns (a factor 
in this accident). Moreover, some control center operators stated that MBS alarms sometimes 
occurred during transient conditions, such as pipeline startups or shutdowns, and often were 
explained by the MBS analysts as being related to pressure transmitter problems or column 
separations. API RP 1130 discusses control center operator complacency and leak detection 
credibility due to an increased frequency of leak detection alarms and stresses the importance of 
control center operator training on leak detection systems. Given the infrequency of actual 
ruptures and the relatively high frequency of MBS alarms encountered during line startups and 
shutdowns, it was natural for control center staff to assume the MBS alarms for Line 6B had 
been caused by column separation. Consequently the MBS analysts' incorrect interpretation of 
the MBS alarms as resulting from column separation was readily accepted by operators, shift 
leads, and on-call supervisors without additional analysis. The evidence suggests that the control 
center staff's repeated experiences with MBS alarms caused by column separation rather than a 
rupture affected their ability to interpret the alarms correctly. 

In accordance with PHMSA regulations, Enbridge control center operators were given 
extensive training in pipeline operations, which included regular testing of their knowledge and 
skills. After becoming operators, they were required to demonstrate continued operating 
knowledge and skills through triennial operator requalification. By contrast, shift leads, MBS 
analysts, and supervisors were not required to demonstrate continued proficiency. The transcript 
of control center conversation following the first startup revealed that the on-call supervisor did 
not have the knowledge and technical skills necessary to properly advise shift lead B2 and 
question MBS analyst B about pipeline operating matters. Although consistent with PHlvISA 
requirements, Enbridge's practice of requiring only some of the decision-makers involved in 
pipeline operations to demonstrate their knowledge and skills through operator qualifications is 
counter to safe operating principles. Therefore, the NTSB concludes that Enbridge failed to 
ensure that all control center staff had adequate knowledge, skills, and abilities to recognize and 

125 For example. (a) E. Salas and others. "Does Crew Resource Management Training Wolk? An Update. an 
Extension, and Some Critical Needs." Humon Foclors, vol. 48. no. 2 (2006), pp. 392-412. (b) P. O'Connor and 
others, "Crew Resource Management Training Effectiveness: A Meta-Analysis and Some Critical Needs." 
Inlemotionol JOllmol of Al'iolioll Psychology. vol. IS4. no. 4. (200S). pp. 353-36S. 
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address pipeline leaks, and their limited exposure to meaningful leak recognition training 
diminished their ability to correctly identify the cause of the MBS alarms. 

Consequently, the NTSB recommends that Enbridge establish a program to train control 
center staff as teams, semiannually, in the recognition of and response to emergency and 
lmexpected conditions that includes SCADA system indications and MBS software. 

The NTSB is also concerned that other pipeline operating companies may have a 
similarly inconsistent standard for maintaining proficiency among all staff involved in pipeline 
operational decisions. Therefore, the NTSB recommends that PHMSA extend operator 
qualification requirements in 49 CFR Part 195 Subpart G to all hazardous liquid and gas 
transmission control center staff involved in pipeline operational decisions. 

2.6.3 Procedures 

Failure to use available leak indications, the use of incomplete procedures, and the 
influence of the MBS analyst were evident in an examination of shifts A and B during the 
accident. At the time of the shutdown, on July 25 operators Al and A2 received a series of 
nearly simultaneous SCADA pressure-related alarms near the Marshall PS indicative of a 
rupture. These initial alarms were followed by a 5-minute MBS alarm (a severe leak alarm) 
3 minutes later. The sudden drop in pressure at the Marshall PS, a SCADA alarm of a local 
shutdown of the Marshall PS, and the MBS alann were all leak triggers identified under the 
Leak Triggers from SCADA Data procedure. The occurrence of one or two leak triggers 
mandated that the control center operator execute the Suspected Leak Trigger procedure 
requiring that a leak be ruled out within 10 minutes or the pipeline be shut down. Three or more 
leak triggers required that the control center operator shut down the pipeline immediately and the 
shift lead make emergency notifications. 

However, due to the pressure transients generated at the time of the shutdown and 
rupture, many of the low-pressure alallllS appeared multiple times and cleared shortly after 
alarming. ill addition, the 5-minute MBS alarm cleared on its own as the pipeline flows 
approached zero following the shutdown. 

Nonetheless, the Line 6B SCADA console display highlighted the low pressures at the 
Marshall PS that remained below minimum suction pressure and indicated an abnormal 
operating condition. Because the pressure alarms that initially appeared at the SCADA console 
had cleared, the control center operator attributed them to the shutdown. When MBS analyst A 
explained to operator Al that the leak detection alarm was due to column separation at the 
Marshall PS, operator Al assumed that the low pressure and remaining alarm indications were 
also symptoms of a column separation condition. The supervisor of the MBS group stated that it 
was commonly understood that leak detection alanns clear following a shutdown~ however, this 
was not documented in either the control center procedure or the MBS analysts ' procedure. 

During the two startups on shift B, there were several SCADA indications of a leak, 
including zero pressure at the Marshall PS, the lack of pressure downstream of the Marshall PS 
when the line had been operated for 10 minutes, and the volume differences (between the amount 
of oil pumped into Line 6B and the amounts received at the delivery locations). Additionally 
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repeated, active 5-minute, 20-minute, and 2-hour MBS alarms were received during the course of 
the two start attempts. Active MBS alarms were identified under the control center Leak Triggers 
/r01ll SCADA Data procedure; however, the inability to increase pressure downstream of the last 
PS and the excessive volume differences were not in that procedure. The Suspected Colullln 
Separation procedme required the control center operator to shut Line 6B down within 
10 minutes, but because shift lead B 1 decided to use an unapproved draft version of the Starting 
Up Into Known COlllIIIIl Separation procedme, the 10-minute limitation was exceeded. 

During the shutdown on shift A and the startups on shift B, both MBS analysts had 
declared the presence of colUlllll separation in the pipeline, and, in both instances, the control 
center operators did not first examine elevation profiles on SCADA, historical SCADA trends of 
pressures and flows, or historical alarm logs to mle out a leak. Elevation profiles revealed that 
the Marshall area was not conducive to collUlUl separation, and historical alarm records showed 
that MBS alarms on Line 6B were rare. Adding to the confusion were control center procedures 
for MBS indications that were not fully integrated with the MBS procedmes. The procedures 
were developed by different groups and used inconsistent language to describe MBS alarms and 
to explain how to determine whether ·the alarms were ''valid'' or "false." The inconsistent 
language contributed to confused roles and responsibilities when control center staff analyzed 
leak alarms. Although colUlllll separation and mptures have similar SCADA indications a 
mpture has far greater consequences. The Enbridge procedmes did not ensme that leaks were 
mled out first, lUlder all circumstances. 

Therefore, the NTSB concludes that the Enbridge control center and MBS procedures for 
leak detection alarms and identification did not fully address the potential for leaks during 
shutdown and st811up, and Enbridge management did not prohibit control center staff from using 
unapproved procedures. 

The MBS reported flow imbalances in the pipeline; to do so, the software relied on 
real-time SCADA pipeline pressures and flows to calculate these imbalances. Differences 
between the configuration of the MBS system and the actual pipeline result in either false MBS 
alarms or additional indications of column separation erroneously generated. To generate 
credible leak detection alarms, the MBS software and the SCADA system must use identical 
pipeline pressures and flows. MBS analyst B realized the actual pipeline configuration and 
pressures did not match that of the leak detection software during the first startup. The 
MBS analyst had to override the pressure values in the MBS software to represent the valve 
closure at the Niles PS. This action was completed about the time Line 6B was shut down 
following the first startup. The difference in pressure readings contributed to a reduced 
credibility of Enbridge's MBS al81ms during the first startup because it resulted in additional 
column separation indications on Line 6B. 

The MBS analyst on shift B informed the on-call supervisor, at the shift lead 's request, 
that the ?vmS alarms following the first startup of Line 6B were "false alarms" because column 
separation was present in the pipeline. MBS analyst B based his characterization of the alarm on 
a known limitation of pressure transient leak detection models, which is that column separations 
can render the MBS unreliable and reduce the credibility of the leak detection alarms. The API 
recognizes that a CPM alarm is probably the most complex alarm that a control center operator 
will experience. To correctly recognize and respond to this type of alarm, the API believes that 
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an operator needs specific training and appropriate reference material. MBS analyst B told NTSB 
investigators about this alann's complexity; however, the analyst's actions on July 26 did not 
reflect a valid understanding of the alarm. 

Therefore, the NTSB concludes that Enbridge's control center staff placed a greater 
emphasis on the MBS analyst's flawed interpretation of the leak detection system's alanns than 
it did on reliable indications of a leak, such as zero pressure, despite known limitations of the 
leak detection system. 

In addition to the issues of credibility, Enbridge was confident that pipeline mptures 
occurring in remote or difficult-to-access areas would have limited consequences because of its 
10-minute restriction on continued pipeline operations in uncertain situations. According to 
Enbridge procedures, the pipeline would be shut down after 10 minutes if operational alanns 
remained unresolved. The control center staff, to some extent, and the Chicago regional manager 
believed that lmintended product releases would be reported by outside sources (that is, either 
affected citizens or community officials). This beliefwas evident in the conversation between the 
shift lead and the Chicago regional manager during shift C. For example, at 10:16 a.m., on 
July 26, the Chicago regional manager said to shift lead C2, " ... right now .. . I'm not convinced. 
We haven't had any phone calls. I mean, it's ... perfect weather out here. Someone-if it's a 
rupture, someone's going to notice that you know, and smell it." The visual confinnation of the 
leak did not occur Wltil 11: 17 a.m. on July 26. In the absence of that confirmation from a person 
located in Marshall, control center personnel discounted the possibility of a leak, largely because 
no external conf'innation of a leak was present. Thus, the absence of information on a leak led to 
the belief that there was no leak, and that some other phenomenon, yet unrecognized, was 
causing the column separation. 

Moreover, there was no evidence that any member of the control center staff sought to 
obtain information from anyone in the Marshall vicinity to verify the presence of a leak. Rather 
than actively soliciting information from sources in the Marshall area, the control center staff 
continued their erroneous decision-making by misinterpreting the absence of notifications from 
the Marshall commllllity as actual information that there was no leak. In contrast, the first 
responders to the scene at Marshall, who were dispatched with knowledge of possible gas odors, 
actively sought infonnation about a gas leak. Upon finding none, they believed that there was no 
leak, despite the fact that they detected but could not identify the type of strong odors present in 
the area. Their error of responding only to a gas leak and not considering other possibilities 
differs from the control center staff's error of using the lack of external notifications as support 
for a belief that Line 6B was experiencing a column separation. 

Therefore, the NTSB concludes that Enbridge control center staff misinterpreted the 
absence of external notifications as evidence that Line 6B had not ruptured. 

The combination of procedural gaps, the failure to use available leak indications, and the 
misinterpretation of the lack of external notifications added to the control center staffs inability 
to recognize the rupture. Therefore, the NTSB recommends that Enbridge incorporate changes to 
its leak detection processes to ensure that accurate leak detection coverage is maintained during 
transient operations, including pipeline shutdown pipeline startup, and column separation. 
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2.6.4 Tolerance for Procedural Deviance 

Before this accident, Enbridge managers were confident that any pipeline leak that 
occurred would have limited consequences because the company had restricted pipeline 
operations to no more than 10 minutes when MBS alarms could not be resolved. This restriction 
derived from the company's experience in the 1991 Grand Rapids, Minnesota, accident and its 
determination that even with a pipeline rupture, 10 minutes of operating tinle would limit the 
product flow to controllable amounts. 

However, control center staff did not comply with the 10-minute restriction twice on 
July 26, as shown by the two startups. One Enbridge control center operator told NTSB 
investigators that staff had become accustomed to exceeding the 10-minute restriction. Because 
the MBS alarms often were attributed to column separation, an operator could attempt to pump 
additional oil into the pipeline to restore pressure and bring the columns together, even if the 
process exceeded 10 minutes. 

Research into the Space Shuttle Challenger accident demonstrated that in complex 
systems, technical personnel can allow a "culture of deviance" to develop. 126 A researcher 
observed in that accident that an early decision to continue shuttle operations in violation of 
requirements cultivated an operating culture in which not adhering to requirements became the 
norm. Decisions made thereafter made it easier for shuttle personnel to avoid adhering to other 
requirements, thus "normalizing" the deviation from technical requirements. Ultimately, a 
culture of deviance from technical requirements became the operating culture of shuttle 
personnel. 

A similar culture of deviance appears to have developed in the Enbridge control center as 
control center operators, shift leads, and their supervisors believed that it was acceptable to not 
adhere to the lO-minute restriction when given the "right" circumstances. No system can operate 
safely when a culture of deviance from procedural adherence has become the norm, as the 
evidence suggests occurred in the Enbridge control center. Therefore, the NTSB concludes that 
although Enbridge had procedures that required a pipeline shutdown after 10 minutes of 
uncertain operational status, Enbridge control center staff had developed a culture that accepted 
not adhering to the procedures. 

2.6.5 Alcohol and Drug Testing 

Enbridge did not act in accordance with 49 CFR 199.225(2)(i), which places an 8-hour 
time limit on postaccident alcohol testing. Specifically specimens for alcohol testing were 
collected for shifts A, B, and C on the morning of July 27 and about noon on July 28; however, 
the specimens should have been collected in accordance with PHMSA's regulation of8 hours by 
the evening of July 26 following the confirmation of the pipeline rupture. Enbridge did not 
provide PHMSA with an explanation for its noncompliance, but a control center supervisor told 
NTSB investigators that the delay occurred because the rupture was not confirmed and because 
staff had left the control center after their duty assignment. The NTSB believes that Enbridge had 

126 D. Vaughan. The Challenger Lallnch Decision: Risky Techn%gy, CII/hlre, and De"ianc a/ NASA 
(Chicago: The University of Chicago Press. 1996). 
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adequate knowledge of the rupture and time to collect the specimens. Further, the NTSB believes 
that Enbridge ignored key personnel for testing, such as MBS analysts and on-call supeIVisors, 
who played critical roles in the Line 6B operations during the accident. Enbridge's postaccident 
drug testing, however, was in accordance with PHMSA's regulation of 32 hours. The results of 
the drug tests were negative. Therefore, the NTSB concludes that insufficient information was 
available from the postaccident alcohol testing; however, the postaccident drug testing showed 
that use of illegal drugs was not a factor in the accident. 

In its investigation of the 2010 San Bruno pipeline accident, the NTSB learned that 
PG&E did not conduct postaccident alcohol testing within the required time limit and failed to 
provide PHMSA with an explanation for its actions. As a result, the NTSB issued two 
recommendations to PHMSA. The first, Safety Recommendation P-11-12, urged PHMSA to 
amend 49 CFR 199.105 and 49 CFR 199.225 to eliminate operator discretion with regard to 
testing of covered employees. The revised regulation should require drug and alcohol testing of 
each employee whose performance either contributed to the accident or cannot be 
completely discounted as a contributing factor to the accident. The second, Safety 
Recommendation P-ll-13, urged PHMSA to issue guidance to pipeline operating companies 
regarding postaccident alcohol and drug testing. 

In an April 24, 2012, letter addressing PHMSA's actions in response to these safety 
recommendations, the NTSB stated that it understood that PHSMA was reviewing its legal 
authority and policy to clarify the regulatory language identified in 49 CFR 199.105(b) and 
199.225(a)(1). After it completes its discussions with the u.S. Secretary of Transportation, 
PHSMA will clarify the regulations as needed. Pending receipt of PH SMA's intended course of 
action, Safety Recommendation P-11-12 was classified "Open-Acceptable Response." Because 
PHMSA issued Advisory Bulletin 2012-02 on February 23, 2012, which provided immediate 
guidance on the need for postaccident drug and alcohol testing and listed the employees covered 
by the rule, Safety Recommendation P-ll-13 was classified "Closed-Acceptable Action." 
Because there is still pending action by PHMSA, no recommendation is required to correct 
Enbridge's deficiencies in alcohol arid drug testing. 

2.6.6 WorklSleeplWake History 

The shift leads, MBS analysts, and operators involved in this accident normally worked 
12-hour schedules that rotated between the day and the night shifts. That is, they worked 2 days 
followed by 3 nights, or 3 nights followed by 2 days, with on-duty periods beginning at either 
8:00 a.m. or 8:00 p.m.127 Procedures were in place to prevent someone from switching directly 
from one shift schedule to another without having at least 24 hours off duty. With such a 
schedule, staff were assured of 3 to 5 successive days off following completion of the fifth 
on-duty period. Operator Al had worked 4 days in a row and was scheduled to work the night 
shift on July 26. The Line 6B operators, the MBS analyst, and the shift leads on duty during shift 
B had maintained a regular night schedule since at least July 23. 

127 These times are expressed in eastern daylight time for the report: 8:00 a.m. and 8:00 p.m. eastern daylight 
time are 6:00 a.m. and 6:00 p.m. local Edmonton time. respectively. 
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Thus, with the exception of MBS analyst A, who had been off duty the 4 days before the 
accident, all of the Line 6B control center operators, MBS analysts, and shift leads had 
maintained regular work schedules for at least the 2 days or nights prior to the accident. 
However, detailed information regarding their actual sleep and wake times, as well as non-work 
activities, was not available. 

2.7 Pipeline Public Awareness 

Firefighters were dispatched to investigate an outdoor odor in response to a 911 call 
received on the evening of July 25. The caller to 911 said that there was a strong odor of either 
nahu'al gas or cmde oil near the auport along 17 Mile Road. FU'efighters searched the area with 
combustible gas indicators and examined nearby industrial business areas and two natural gas 
facilities on Division Drive. The firefighters were unfamiliar with the odors associated with 
cmde oil and were unable to identify the source. Over the course of the 14 hours following the 
first call to report the outdoor odor, seven more calls to 911 reported strong natural gas or 
petroleum odors in the same area. The 911 operators repeatedly informed the callers that the fire 
department had been dispatched to investigate the issue, but the 911 operators did not contact the 
pipeline operator or advise the public of health and safety risks. The 911 operators never 
dispatched the fire department in response to the subsequent calls even though these calls 
occurred over several hours, indicating an ongoing problem. The actions of both the first 
responders and the 911 operators are consistent with a phenomenon known as continuation 
bias,128 in which decision makers search for evidence consistent with their theories or decisions, 
while discotUlting contradictory evidence. Although there was evidence available to the first 
responders that something other than natural gas was causing noticeable odors in the Marshall 
area they discounted that evidence, largely because it contradicted their own findings of no 
natural gas in the area. SiInilarly, the 911 operators, with the evidence from the first responders 
of no natural gas in the area, discounted subsequent calls regarding the strong odors in the 
Marshall area. Those calls were inconsistent with their own views that the problem causing the 
odors was either nonexistent or had been resolved. Although Enbridge had provided training to 
emergency responders in the Marshall area in Febmary 2010, the firefighters' actions showed a 
lack of awareness of the nearby cmde oil pipeline: they did not search along the Line 6B 
right-of-way, and they did not call Enbridge. The NTSB concludes that had the firefighters 
discovered the mptured segment of Line 6B and called Enbridge, the two startups of the pipeline 
might not have occurred and the additional volume might not have been pumped. 

The NTSB reviewed Enbridge's PAP, which was intended to inform the affected public, 
emergency officials, and public officials about pipelines and facilitate their ability to recognize 
and respond to a pipeline mpture. Although RP 1162 requires operators to communicate with 
audiences every 1 to 3 years, Enbridge mailed its public awareness materials to all audiences 
annually. However, even with more frequent mailings, this accident showed that emergency 
officials and the public lacked actionable knowledge. 

128 R.S. Nickerson. "Confmnation Bias; A Ubiquitous Phenomenon in Many Guises." ReI'jew of General 
Psychology, vol. 2, no. 2. (1998). pp. 175-220. 

103 



NlSB Pipeline Accident Report 

Public knowledge of pipeline locations and the hazards associated with the materials 
transported is critical for successful recognition and reporting of releases, as well as the safe 
response to pipeline ruptures. The transportation of hazardous materials by pipeline is unlike 
hazardous materials transportation by railroad or highway because a pipeline is a permanent 
fIxture. A pipeline presents a unique challenge to awareness because it is often booed. When 
pipeline releases occur, a properly educated public can be the first to recognize and report the 
emergency. 

The NTSB fOlmd that Enbridge conducted annual informal assessments and participated 
in the PAPERS stUvey every 2 years. A review of the 2009 PAPERS survey responses showed 
that of those who responded only 23 percent of the affected public and 47 percent of emergency 
officials responded that they were "very well informed" about pipelines in their community. 
Although the Enbridge program plan stated that effectiveness reviews were to be conducted, no 
specifIc guidelines or measurements for the evaluations were defIned. Enbridge's failure to have 
a process for using these survey results for improvements demonstrated a lack of commitment to 
improving the quality of its program. Therefore, the NTSB concludes that Enbridge's review of 
its PAP was ineffective in identifying and correcting defIciencies. The NTSB further concludes 
that had Enbridge operated an effective PAP, local emergency response agencies would have 
been better prepared to respond to early indications of the rupture and may have been able to 
locate the crude oil and notify Enbridge before control center staff tried to start the line. 

In May 2011, Enbridge revised its public awareness plan and created a public awareness 
committee that includes a performance metrics subcommittee. According to the committee 
charter, the committee meets four times a year and is responsible for an annual review of the 
PAP and the program performance measures. 

In July 2011, PHMSA conducted an audit of Enbridge 's PAP. PHMSA identilled several 
defIciencies in Enbridge's program evaluation and effectiveness reviews and required that 
Enbridge correct the defIciencies. 

Although Enbridge and PHMSA have taken these actions, the NTSB is concerned that 
pipeline operators do not provide emergency officials with specifIc information about their 
pipeline systems. The brochures that Enbridge mailed did not identify its pipeline's location. 
Instead, the brochures directed the audiences to pipeline markers and to PHMSA's National 
Pipeline Mapping System. In the NTSB's 2011 report of the natural gas transmission pipeline 
rupture and fIre in San Bruno, California, the NTSB made the following safety recommendation 
toPHMSA: 

Require operators of natural gas transmission and distribution pipelines and 
hazardous liquid pipelines to provide system-specifIc inforn18tion about their 
pipeline systems to the emergency response agencies of the communities and 
jurisdictions in which those pipelines are located. This information should include 
pipe diameter, operating pressure, product transported, and potential impact 
radius. (P-11-8) 

In its response letter to the NTSB, PHMSA stated that it had an emergency responder 
forum to identify pipeline emergencies for which emergency responders need to know how to 
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adequately prepare and respond. This safety reconnnendation was classified "Open-Acceptable 
Response." Although PHMSA has held the emergency responder fonUll, no rulemaking has been 
initiated. Therefore, the NTSB reiterates Safety Reconnnendation P-II-8 to PHMSA. Because 
system-specific pipeline information is critical to the safe response to pipeline incidents, the 
NTSB is also concerned about the emergency officials' lack of awareness of En bridge's pipeline. 
Therefore, the NTSB reconnnends that the luternational Association of Fire Chiefs and the 
National Emergency Number Association inform their members about the circumstances of the 
Marshall, Michigan, pipeline accident and urge their members to aggressively and diligently 
gather from pipeline operators system-specific iufornlation about the pipeline systems in their 
commuuities and jurisdictions. 

2.8 Environmental Response 

2.8.1 Effectiveness of the Emergency Response to this Accident 

First responders' initial containment eff0l1s and tactics proved iueffective in preventing 
substantial quantities of oil from spreading and traveling miles downstream of the rupture. 
Enbridge's first responders arrived on the scene just as oil was reaching the Kalamazoo River. 
Much of Enbridge's initial eff0l1s were concerned with the placement of oil containment 
measures downriver of the advancing oil sheen. These oil containment measures were placed 
many miles from the release site; these measures could have been put to better use on 
Talmadge Creek, which was much closer to the release. 129 Minimiziug the release of oil from the 
source area would have reduced both the exposure risk to citizens living downriver and the 
severity of the environmental pollution resulting from this accident. The large volume of oil that 
escaped the source area also contributed greatly to the estimated $767 million cleanup for this 
accident. Nearly 2 years after the accident, crews are still removing submerged oil and 
contaminated soils miles from the release site. 

During interviews, first responders said that they were unaware of the scale of the oil 
release; this lack of knowledge contributed to their poor decision-making. The Enbridge crossing 
coordinator, whose crew of four individuals served as the entire team involved in Enbridge's first 
response effort, told NTSB investigators that the first action the crew took upon locating the 
pipeline rupture site was to travel about 0.25 mile north to the Division Drive crossing where fire 
trucks were stationed. The crossing coordinator saw a large amount of oil flowing on the water 
and decided to follow the creek downstream about 1 to 1 112 miles to find the point where there 
was no oil and to install first containment measures there. He said the crew saw a very light oil 
sheen beginning as they placed sorbent boom across the swiftly flowing stream in an attempt to 
funnel oil to a collection point for a vacuum truck. Describing his rationale for installing the 
sorbent boom downriver, he told NTSB investigators that the crew at that time had no idea how 
much oil was released or whether oil would ultimately discharge that far downstream, and he 
suggested that the sorbent booming was a token effort given the few responders that were 
available on scene and the response time for additional persounel. 

129 Charactelisfics of Response Sh"Otegies: A Guide f or Sp ill Resp onse Planning in Marine Em'iroll1l1ellts. 
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About 1 hour after the crossing coordinator confinned the oil spill, the first arriving PLM 
supervisor from Bay City, who acted as the interim Enbridge incident commander, also observed 
the thickly oiled creek at Division Drive. Although the supervisor was aware that the bulk of the 
oil was still upstream near the source area and he observed oil actively flowing through the 
unprotected culvert, he nonetheless focused all of his attention on placement of the majority of 
oil spill response resources about 8.9 miles downstream on the Kalan18zoo River ahead of the 
discharge at Heritage Park. 

The decision to ignore the pool of oil upstream of the Division Drive culvert in favor of 
placing contaimnent measures much farther downstream demonstrates a lack of awareness and 
knowledge of the dynamics and consequences of lll8jor oil releases and the need for more 
training. Although the first responders did not have the NRC's estimate of the amount of released 
oil during the initial phase of the response, they observed heavy amounts of oil flowing through 
the culvert pipe. Rather than attempting to stop the oil at the culvert pipe, which was within 
0.25 mile of the source, they decided instead to try to stop the oil at the leading edge of the spill 
downstream. 

The first responders were not alone in failing to recognize better opportunities to contain 
the oil spill. The Federal, state and local response personnel, and the Enbridge supervisors, who 
arrived later, observed heavy amounts of oil discharging into the creek, yet, building a more 
effective underflow contaimnent dam near the source area was the last strategy attempted on the 
first day of the response. The Bay City PLM supervisor who acted as the interim Enbridge 
incident commander told NTSB investigators that lwder normal weather conditions, he would 
have ordered the Division Drive culvert pipe completely plugged with earth; however, he 
considered the flow of water to be too great to attempt this action. An underflow dam at the 
culvert pipe would have solved this problem by facilitating a continuous flow of water while at 
the same time retaining much of the oil. 

Regardless of the recent rainfall, opportunities to reduce the downstream impact of the oil 
spill were missed. Even if the volume of oil released was unknown, a more effective approach to 
mitigating the effects of the oil spill with limited resources would have been to focus on 
containing the bulk of the oil as close to the point of release as possible. 130 As a primary 
response, attempting to contain the advancing oil sheen miles downstream of the pipeline rupture 
site- while enormous quantities of oil were flowing through culvert pipes near the 
source area-was not an effective strategy. According to Enbridge's facility response 
plan, source contaimnent should have been the primary concern of first responders. An 
operating-and-lll8intenance procedure referenced in the plan states that an attempt must be lll8de 
to confine the product as close to the release source as possible to prevent it from entering a 
maJornver. 

During the 10 years prior to this accident, Enbridge had participated in 2 of the 
26 government-initiated oil spill response drills (in 2003 and 2004) under the National 
Preparedness for Response Exercise Program. PHMSA also participated in these two drills. 
Although the program requires pipeline operators to participate in at least one 

130 Region 5 Regional Contillgency Plan/Area Contingency Plan, Section 3.2 DischargeJReJease ControJ 
(U.S. Environmental Protection Agency and U.S. Coast Guard. November 2009). 
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government-initiated drill within a 36-month period, PHMSA has not frequently conducted 
exercises even though it has committed to conducting not more than 20 uuaIlllouuced 
government-initiated exercises a1lllually. Key Enbridge personnel who participated as first 
responders during the Marshall accident had received training that focused on oil-boom 
deployment and boat-h81ldling for responses in large rivers 81ld creeks. The training did not 
sufficiently address techniques that are appropriate for wetl81ld environments, high water, or 
small creeks with swift moving water. 

Therefore, the NTSB concludes that although Enbridge quicldy isolated the ruptured 
segment of Line 6B after receiving a telephone call about the release, Eubridge's emergency 
response actions during the initial how'S following the release were not sufficiently focused on 
source control 81ld demonstrated a lack of awareness and training in the use of effective 
containment methods. 

Workers with spill response duties need to be adequately trained to deploy and operate 
equipment they will actually use in a response 81ld must be able to demonstrate knowledge of 
procedures for mitigating or preventing an oil discharge.131 Therefore, the NTSB recommends 
that Enbridge provide additional training to first responders to ensure that they (1) are aware of 
the best response practices and the potential consequences of oil releases and (2) receive 
practical training in the use of appropriate oil-containment and -recovery methods for all 
potential environmental conditions in the response zones. 

Enbridge crews primarily deployed sorbent booms in the fast-flowing Talmadge Creek, 
which, according to industry and Federal guidance, is an ineffective method of containing oil 
except in stagnant waters. Sorbent booms are generally used for small spills or as a polishing 
technique to capture sheen escaping from skirted oil booms, not as a principal containment 
method for a large release. Had more effective containment measures been placed at 
strategic locations along Talmadge Creek-such as installing plywood sheet lwderflow 
dams over the seven culvert pipe stream crossings located between the release site and the 
Kalamazoo River-less oil might have entered the Kalamazoo River. NTSB investigators 
observed that the equipment used to construct uuderflow structures was not part of Enbridge's 
response equipment inventory. By chance, several pieces of surplus pipe and earth-moving 
equipment, which had been stored at the Marshall PLM shop for another purpose, were available 
for constructing an earthen underflow dam in the source area. Installing the first earthen 
underflow dam was a difficult and slow process that took all afternoon to complete. 
Nevertheless, first responders told NTSB investigators that using uuderflow dams was one of the 
major successes in the response to this accident. 

Underflow dams constructed of plywood or other suitable material are easily and quicldy 
installed over culvert pipe and would have been a more effective containment strategy to 
minimize the consequences of the release. The Bay City PLM supervisor recognized in 
retrospect that blocking the culvert pipes would likely have proven effective. An EPA training 
exercise held just 2 years earlier in Wood River, Nebraska involved EPA personnel who 

131 Training Reference for Oil Spill Response (U.S. Department of Transportation. U.S. Environmental 
Protection Agency. U.S. Department of the Interior. joint publication. August. 1994). 

107 



N1SB Pipeline Accident Report 

obsetved the deployment of culvert underflow structures. 132 The NTSB postaccident photograph 
of the interior of the culvert pipe at Division Drive shows a thick black band of oil stain several 
inches thick about one-third the height of the pipe, which suggests that conditions would have 
been ideal to install an underflow dam at that location. 

Although culvert pipe underflow dams are recognized as an effective method in these 
conditions, no emergency responders took the initiative to implement this method. Instead, crews 
attempted to contain oil in front of the culverts with skirted oil boom backed up with sorbent 
boom, even after creek water levels had returned to normal. By then, the water level was too 
shallow for skirted oil containment boom to be effective. The skirted oil booms that Enbridge 
had available on its spill response trailers are more suitable for open water response in slow 
flowing and deeper rivers and are less effective in small streams like Talmadge Creek. 133 Even 
the Enbridge facility response plan acknowledges that the use of booms is ineffective in fast 
current, shallow water, and steep bank environments. Nonetheless, Enbridge first responders 
were not provided with tools to construct underflow dams or with alternative oil containment 
methods appropriate for the environmental conditions that existed on the day of this accident. 

Therefore the NTSB concludes that had Enbridge implemented effective oil containment 
measures for fast-flowing waters, the amount of oil that reached Talmadge Creek and the 
Kalamazoo River could have been reduced. 

Enbridge PLM supetvisors stated that as a result of this accident, they have recognized 
the value of having supplies on hand that are not necessarily immediately available elsewhere 
during an emergency. Such supplies might include corrugated metal pipe, plastic pipe, plywood, 
and stone for constructing underflow dams. The environment surrounding each segment of 
pipeline may present different challenges for containing oil in the event of an accident. A 
thorough assessment of potential oil release routes in conjunction with applicable best practices 
should help to identify equipment needs for those areas. 

Therefore, the NTSB recommends that Enbridge review and update its oil pipeline 
emergency response procedures and equipment resources to ensure that appropriate containment 
equipment and methods are available to respond to all environments and at all locations along 
the pipeline to minimize the spread of oil from a pipeline rupture. 

2.8.2 Facility Response Planning 

A facility response plan is supposed to help the pipeline operator develop a response 
organization and ensure the availability of resources needed to respond to an oil release. The plan 
should also identify the response resources that are available in a timely manner, thereby 
reducing the severity and impact of the discharge. 

132 Shallo1\' Water Spill Containment and Boom Deployment Training (A Case Shldy). Platte M'el' 
Whooping Crane Maintenance T17Ist. Wood Ril'el~ Nebraska (U.S. Environmental Protection Agency Region 7) 
August 27-28, 2008 <http://www.epa.gov/oemldocsioillfsslfss09/campbell.pdf>. 

133 Oil Spill Response in Fast M01'ing CW7'lmts. a Field Guide (Groton. Connecticut: U.S. Coast Guard 
Research and Development Center. October 2001.) 

108 



NTSB Pipeline Accident Report 

2.8.2.1 Regulatory Requirements for Facility Response Planning 

Title 49 CFR 194.115 requires pipeline operators to identify response resources and 
ensure that, either by a contract or other approved means, these resources will be available to 
mitigate a worst-case discharge under the three-tier response criteria. The regulation stops short 
of providing specific guidance for the anlount of resources that must arrive at the scene of a 
discharge. In its February 23, 2005, final rule on response plans for onshore 
transportation-related pipelines, PHMSA stated it does not believe that it is necessary to specify 
the amOlmt of response resources; PHMSA allows operators to determine the amount and to 
demonstrate that sufficient response resources are provided for their facility response plans. 134 

Consequently, pipeline operators are left with vague three-tier response criteria that allow them 
to subjectively define what resources are adequate and that provide no measure for regulators to 
evaluate the sufficiency of spill response planning. 

Enbridge has chosen to interpret the Tier 1 requirement as meaning the company 
resources that are stationed at the local PLM facility, while Tier 2 refers to the company 
resources throughout the company's Chicago region. The amount of company-owned response 
resources provided in the facility response plan is "11ot identified with any basis in capability to 
recover a particular quantity of discharge. According to Enbridge's interpretation of the 
regulation, its Tier 3 resources which consisted of two contracted oil spill res80nse 
organizations that are identified as Coast Guard-classified oil spill removal organizations 5 for 
response to a worst-case discharge, would not be deployed to the scene until 60 hours after a 
discharge. Other pipeline operators may have any number of different interpretations of what 
constitutes resources necessary to remove a worst-case discharge. 

The current PHMSA facility response planning regulation allows operators to interpret 
the requirements rendering it improbable that PHMSA would be able to perform an adequate 
review of facility response plans or enforce Federal requirements that pipeline operators identify 
and ensure that adequate response resources are available to respond to worst-case discharges. l!l 
contrast, regulatory re~uirements for oil s~ill response capability planning that are administered 
by the Coast Guard 13 and by the EPA 1 

7 provide specific response capability standards. For 
instance both the Coast Guard and EPA regulations provide a matrix for identifying necessary 
resources for facility response planning. These regulations require that resources identified in the 
response plan for meeting the applicable worst-case discharge planning volume must be located 
such that they can arrive on scene within the times specified for the applicable response planning 
tiers. Had the Enbridge pipeline facilities been subject to the EPA or Coast Guard regulations, 
the company would have been required to plan for an on-water recovery of a worst-case 
discharge by ensuring the availability of the resources shown in table 7. 

134 Federal Register. vol. 70. no. 35 (February 23, 2005). p. 8734. 

135 The Coast Guard created the voluntary oil spill removal or~tion classification program so that plan 
holders could list oil spill removal organizations in response plans in lieu of providing extensive detailed lists of 
response resources if the organization has been classified by the Coast Guard and its capacity has been detennined 
to equal or exceed the response capability needed by the plan holder. 

136 Title 33 CPR Part 154. Appendix C. 

137 Title 40 CPR Part 112. Appendix E. 
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Table 7. Response resources for on-water recovery that Enbridge would have been required to 
identify in its facility response plan and have available by contract or other means, had its 
facilities been regulated by the Coast Guard or the EPA. 

Time 

Effective daily 
recovery capacity 
(gallons/day) 

12 hours 

Tier 2 

36 hours 

119.994 

Tier 3 

60 hours 

180.012 

• For river and canal operating environments. Appendix C caps the Tier 1 response capability at 78.750 gallons per day. 

To detennine whether an operator has sufficient equipment capacity identified in its 
facility response plan to meet the applicable planning criteria listed in table 5, the Coast Guard 
and EPA regulations require operators to report oil recovery equipment by manufacturer, model, 
and effective daily recovery capacity. 138 Although pipeline facilities are not required to conduct 
any similar exercise to detennine the capacity of their resources to recover oil, PHMSA 
references Coast Guard regulations at 33 CFR Part 154, Appendix C and other regulatory agency 
sources of nonmandatory guidance to assist operators in preparing response plans. No indication 
exists in the Enbridge response plan that the company utilized any such guidance. The NTSB 
concludes that PHMSA's regulatory requirements for response capability planning do not ensure 
a high level of preparedness equivalent to the more stringent requirements of the Coast Guard 
and the EPA. 

When accidents occur, the risk of environmental damage can be greater for pipelines than 
for fixed facilities and shipping tenninals because pipelines can travel for hWldreds of miles and 
response resources may be required at locations that are difficult to predict and can be hard to 
reach. Nonetheless, the Oil Pollution Act of 1990 mandates an equivalent level of response for 
all facilities and vessels that handle oil and petrolewn products: the capability to remove a 
worst-case discharge to the maximum extent practicable and to mitigate or prevent a substantial 
threat of a worst-case discharge. PHMSA's regulations for oil pipeline response planning are 
clearly inferior when compared to similar Coast Guard and EPA requirements. 

The NTSB concludes that without specific Federal spill response preparedness standards, 
pipeline operators do not have response planning guidance for a worst-case discharge. 

Because the current PHMSA regulation provides no assurance that oil pipeline operators 
will develop adequate facility response plans to provide for response to worst-case discharges, 
the NTSB recommends that PHMSA amend 49 CFR Part 194 to harmonize onshore oil pipeline 
response planning requirements with those of the Coast Guard and the EPA for facilities that 
handle and transport oil and petroleum products to ensure that pipeline operators have adequate 
resources available to respond to worst-case discharges. 

138 Coast Guard and EPA regulations provide a fonnula for calculating effective daily recovery capacity that 
considers potential limitations of oil recovery equipment due to available daylight. weather, sea state. and 
percentage of emulsified oil in the recovered material. 
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Until specific response planning requirements are included in 49 CFR Part 194, the 
NTSB recommends that PHMSA issue an advisory bulletin to notify pipeline operators (1) of the 
circmnstances of the Marshall, Michigan, pipeline accident, and (2) of the need to identify 
deficiencies in facility response plans and to update these plans as necessary to conform with the 
nonmandatory guidance for determining and evaluating required response resources as provided 
in Appendix A of 49 CFR Part 194, "Guidelines for the Preparation of Response Plans." 

2.8.2.2 Adequacy of Enbrldge Facility Response Plan 

Enbridge stated that it relied on company-owned resources for Tier 1 and Tier 2 
responses. The facility response plan did not provide any description of the effective daily 
recovery capability of the response equipment in Enbridge's inventory, leaving a plan reviewer 
unable to determine whether the equipment was adequate for the job. Under both Coast Guard 
and EPA regulations, Enbridge would have been required to quantify its equipment recovery 
capacities to determine whether they were adequate against the three-tier planning criteria. It is 
doubtful that the recovery equipment identified in Enbridge's facility response plan would have 
been sufficient to satisfy the requirements of either the Tier 1 or the Tier 2 level of Coast Guard 
and EPA oil spill response regulations. 

The EPA reported that Enbridge did not have adequate resources on site to deal with the 
magnitUde of the spill and experienced significant difficulty locating necessary resources. The 
facility response plan identified two oil spill response organizations, but neither organization had 
the capability to respond to Marshall, Michigan, in a timely manner. More than 4 hours after it 
became aware of the oil release, Enbridge first contacted Bay West, which launched its resources 
to Marshall more than 5 hours after notification. Bay West finally arrived on scene on July 27, 
after a 10- to ll-hour drive. The other oil spill response organization, Garner Environmental 
Services, Inc. arrived on scene on July 29,3 days after the spill was reported. By then, it was too 
late for either spill response contractor to mitigate the spread of the oil release. 

The EPA also reported that available local contractors were not used until the EPA 
provided the contact information for local contractors who could respond quickly. Once on 
scene, the Bay City PLM supervisor spent considerable time calling local contractors not 
identified in the facility response plan. In addition, the facility response plan did not indicate that 
prior agreements were in place to ensure that contractors other than Bay West and Garner 
Environmental Services, Inc. had crews and equipment available during an emergency. 

In accordance with 49 CFR 194. 115(a), 139 pipeline operating companies and response 
contractors or organizations must have a contract or an agreement to identify and ensure the 
availability of specified personnel and equipment within stipulated response times for a specified 
geographic area. Enbridge should have been prepared with local resources on standby to respond 
to an accident because Bay West and Gamer Environmental Services, Inc. had told Enbridge that 
they would be unable to respond quickly unless they could use local contractors. If the facility 
response plan had identified sufficient contractor resources near Marshall, Michigan, and these 

139 Title 49 CFR 194.115(a) states. "Each operator shall identify and ensure. by contract or other approved 
means, the resonrces necessary to remove. to the maximum extent practicable. a worst case discharge and to 
mitigate or prevent a substantial threat of a worst case discharge." 
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contractor resources had been WIder contract, the response to the oil spill would have been more 
timely and, therefore, more effective. 

Further, the equipment identified by Enbridge's facility response plan was more suited to 
ideal weather conditions than to the river conditions that existed in this accident. No provisions 
existed for equipment to constmct WIderflow danlS, which were the most effective means of 
containment in this accident. 140 

In sWIilllary, the spill response was hampered by inadequate resources on site; lack of 
spill response organizations lUlder contract near Marshall Michigan; and use of spill response 
equipment that was not appropriate for the environment and weather conditions. These 
deficiencies were all a result of poor response planning. 

PHMSA issued its JlUle 23, 2010, facility response plan advisory bulletin to notify 
pipeline companies of the need to review and update their plans to ensure adequate resources are 
available to comply with emergency response requirements. Enbridge responded that, 5 days 
before the Marshall accident, it had concluded that its plan was complete and appropriate for 
responding to a worst-case discharge. However Enbridge's actions following the discovery of 
the oil in Marshall revealed that the plan had not considered all possible operating environments 
and appropriate response methods. PHMSA stated that it plans to include a review of lessons 
learned when it reviews the Enbridge facility response plan due for renewal in 2015 or when 
Enbridge next amends its plan. 

The NTSB concludes that the Enbridge facility response plan did not identify and ensure 
sufficient resources were available for the response to the pipeline release in this accident. 

Therefore, the NTSB recommends that Enbridge update its facility response plan to 
identify adequate resources to respond to and mitigate a worst-case discharge for all weather 
conditions and for all its pipeline locations before the required resubmittal in 2015. 

2.8.2.3 PHMSA Oversight of Facility Response Plans 

PHMSA has a small staff to review and oversee facility response plans when compared to 
other agencies that review plans that are required under the Oil Pollution Act of 1990. PHMSA 
receives on average about two facility response plans per week to review for renewal. 141 

pHMSA has 1.5 full-time employees managing about 450 response plans, which is far fewer 
than EPA Region 6, which has 27 employees and contractors reviewing 1,700 plans, or the Coast 
Guard Sector Boston, which assigns 7 or 8 inspectors and trainees to review 45 plans. Therefore, 
PHMSA has dedicated significantly fewer resources to facility response plan review as compared 
to other Federal agencies, which calls into question PHMSA's ability to conduct adequate 
assessments. 

140 As noted earlier. crews found surplus pipe and equipment and took the initiative to construct underflow 
dams. although too late, to contain much of the oil that was released. 

141 A Volpe draft report indicates that 450 pipeline facility response plans must be reviewed and renewed every 
5 years. PHMSA's website at <bttp:/Iphmsa.dot.gov/pipelinelinitiatives/opa> reports that 1,500 facility response 
plans have been submitted to PHMSA 
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Within 2 weeks of receiving the Enbridge facility response plan, PHMSA had approved 
it. With this short tumaround time, only a cursory review of the plan was likely conducted. 
Because no specific regulatory guidance exists to measure the adequacy of the plan for response 
capability, it could be approved only based on the judgment of PHMSA staff. The review of the 
Enbridge facility response plan included a company-submitted, 16-element self-assessment 
affuming the adequacy of the plan. PHMSA's enviro1Ullental planning officer was assigned to 
review the questionnaire and the facility response plan to detemrine whether it met appropriate 
regulatory requirements. The environmental planning officer approved the plan without requiring 
supplemental infomlation or citing any deficiencies in the plan. 

Essentially, the regulations allow the pipeline industry to dictate the requirements of an 
adequate spill response and to determine whether those requirements have been met. The NTSB 
noted that there were no metrics for what was required within a tier and no such activities were 
identified in the plan. Further, neither the regulations nor the plan defined what constitutes 
"enough trained personnel." 

PHMSA did not perfOlID on-site audits to verify the content and adequacy of plans before 
approving them. In contrast, both the Coast Guard and the EPA conduct on-site audits and plan 
reviews after the initial review and approval of the submitted plan. 

The NTSB concludes that if PHMSA had dedicated the resources necessary and 
conducted a thorough review of the Enbridge facility response plan, it would have disapproved 
the plan because it did not adequately provide for response to a worst-case discharge. 

The Oil Spill Liability Trust Fund, create by Congress in 1986, is currently funded to 
$1 billion from sources such as the BalTel Tax,142 transfers from other pollution funds, cost 
recoveries, and penalty collection. PHMSA and other Federal agencies receive annual 
appropriations to cover administrative, operational, personnel, enforcement, and research and 
development costs related to Oil Pollution Act activities. Such activities include regulation and 
enforcement of facility operations and response planning and cooperative relationships with oil 
industry stakeholders, which include periodic drills and implementation of changes to national 
and area contingency plans. 

At the time of this accident, PHMSA received an $18.9 million appropriation annually143 
from the Oil Spill Liability Trust Fund for various expenses necessary to conduct the functions 
of its pipeline safety program, including the facility response planning preparedness program. 
which consists of 1.5 full-time positions. In 2008, PHMSA received about $1.5 million more 
from the fund than the EPA,I44 yet the EPA operates a significantly more robust facility response 
plan program that includes on-site audits and exercises. 

142 Section 405(a) of the Energy Improvement and Extension Act of 2008. Public Law 110-343. div. B. 
extended the per-barrel excise tax of $0.08 a barrel for petroleum products produced or imported into the 
United States through 2017. 

143 Pipeline and Ha=ardo fls Materials Safety Administration Budget Estimates. Fiscal Year 2012. p. 50. 

144 Oil Spill Liability T17Ist Fund An11ual Repol1 Fiscal Yem' 2004-Fiscal Year 2008. National Pollution Funds 
Center. U.S. Department of Homeland Security, U.S. Coast Guard. 
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Therefore, the NfSB recoll1Illends that the U.S. Secretary of Transportation audit 
PHMSA's onshore pipeline facility response plan program's business practices, including 
reviews of response plans and drill programs, and take appropriate action to correct deficiencies. 
The NfSB further recollllllends that the U.S. Secretary of Transportation allocate sufficient 
resources as necessary to ensure that PHMSA's onshore pipeline facility response plan program 
meets all of the requirements of the Oil Pollution Act of 1990. 

2.9 Summary of Enbridge Organizational Deficiencies 

To evaluate the role of Enbridge in this accident, the NTSB's investigation focused 
primarily on the Line 6B operations before, during, and after the rupture. During the 
investigation, major deficiencies of the company emerged, as discussed in previous sections of 
this report. These deficiencies led to the rupture, exacerbated its results, and then failed to 
mitigate its effects. These deficiencies include the following: 

• Enbridge's integrity management program had numerons deficiencies that resulted in 
Enbridge not repairing a detected feature on a pipeline susceptible to corrosion and 
cracking because of its failed coating. 

• Enbridge's PAP failed to effectively inform the affected public, which included 
citizens and emergency response agencies, about the location of its pipeline, of the 
key indicators of unintended product releases from the pipeline, and how to report 
suspected product releases. 

• Despite the availability of the information necessary for a correct interpretation, 
Enbridge's control center staff misinterpreted the rupture and started the pipeline 
twice during the 17 hours it took to identify the rupture. 

• Enbridge's postaccident response failed to either slow or stop the flow of the released 
oil into a major waterway. 

Although these deficiencies involved different elements of Enbridge's operations, and 
may appear unrelated, taken together they suggest a systemic deficiency in the company's 
approach to safety. Each of the following identified deficiencies, either individually or together, 
played a part in the accident: 

• Enbridge's response to past integrity management related accidents focused only on 
the proximate cause, without a systematic examination of company actions, policies, 
and procedures that may have been involved. 

• An integrity management program that, in the absence of clear regulatory guidelines, 
consistently chose a less-than-conservative approach to pipeline safety margins for 
crack features. 

• A period of rapid growth in control center activities and personnel occurred without 
an objective assessment of the safety implications of the growth. 

• A leak-detection process that was prone to misinterpretation and differing 
expectations of control center analysts and operators. 
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Taken together, the evidence suggests that the Marshall accident was the result not of 
isolated deficiencies ill the company's integrity management system, its control center oversight, 
its PAP, or its postaccident emergency response activities, but rather of an approach to safety 
that did not adequately address the combined risks. By focusing on only the immediate cause of 
each incident, the company failed to look for and to determine patterns or underlying factors. 
Some of the underlying factors in this accident began many years earlier and converged with 
more recent changes only at the time of rupture. 

Enbridge became increasingly tolerant of the procedural violations designed to minimize 
the adverse consequences of a rupture. Finally Enbridge's emergency response to this accident 
was ineffective because it failed to stop hundreds of thousands of gallons of oil from entering the 
Kalamazoo River. 

Enbridge insufficiently assessed pipeline defects for excavation and remediation to 
prevent flaws from becoming cracks that resulted in a rupture, inadequately prepared its control 
center staff to identify the ruptured pipeline and inadequately prepared communities adjacent to 
pipelines to contain leaks that occun-ed in the lines. Enbridge also inadequately prepared its first 
responders to contain a major spill. 

Therefore, the NTSB concludes that Enbridge 's failure to exercise effective oversight of 
pipeline integrity and control center operations, implement an effective PAP, and implement an 
adequate postaccident response were organizational failures that resulted in the accident and 
increased its severity. 

Although Enbridge met PHMSA regulations in its pipeline operations, the evidence 
indicates that the company had multiple opportlmities to identify and to address safety hazards 
before this accident occurred, but it failed to do so. Even the response to a safety culture 
assessment conducted following the Clearbrook, Minnesota, accident in 2007,145 which resulted 
in the creation of the position of director of safety culture, was insufficient. This director was 
tasked only with examining field safety of pipeline operations. Although Enbridge had 
implemented what it referred to as a health and safety management system, the system only 
partially met the standards of an SMS. For example it addressed only on-site safety, not pipeline 
operations. Control center en-ors were identified as employee-caused and were not considered 
system deficiencies, contrary to SMS guidelines. Had the company implemented and maintained 
a comprehensive SMS, it would have focused not only on field operations safety, but also would 
have incorporated control center operations, pipeline integrity management, and postaccident 
response plans and a comprehensive continuous examination of the safety of pipeline operations. 

Enbridge's safety program focused on the welfare of individuals in the work 
envirorunent, but it did not consider the safety of operational processes, such as control center 
operations and integrity management. Previous accidents in other industries and transportation 
modes have revealed this organizational deficiency-that is, instituting safety programs that 

145 Enbridge Energy Partners, L.P. 34"-Line No. 3, Milepost 912; Clea" l'oter COlmly, Minnesota, 
NOl'ember 28, 2007, Accident Report. prepared by the Pipeline and Hazardous Materials Safety Administration, 
Office of Pipeline Safety, Central Retrion Office and the Minnesota Department of Public Safety, Fire Marshall 's 
Office, Office of Pipeline Safety. The NTSB delegated this accident investigation: the pipeline accident number i 
DCA-08-FP-003. 
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address only personal safety, not operational system safety. For example, in its investigation of 
the March 23,2005, explosion and fire in a chemical refinery, which killed 15 people and injured 
80, the U.S. Chemical Safety and Hazard Investigation Board noted that British Petroleum had 
focused on the personal safety of employees and not on the process safety of its operations. The 
investigation report146 stated, "As personal injury safety statistics improved, [British Petroleum] 
Group executives stated that they thought safety performance was headed in the right direction. 
At the same time, process safety performance continued to decline at Texas City." 

Also, in its investigation of the June 22, 2009. collision of two Washington Metropolitan 
Area Transit Authority trains, where 9 people were killed and 52 injured, the NTSB observed a 
deficient organizational safety culture, stating in its report,147 "The NTSB is concerned that 
[Washington Metropolitan Area Transit Authority] senior management may have placed too 
much emphasis on investigating events such as station and escalator injuries to the exclusion of 
passenger safety during transit." 

In recent years, several transportation modes have implemented SMSs to enhance the 
safety of their operations, and the NTSB has consistently supported these activities. The NTSB 
has advocated the implementation of SMSs in transportation systems by elevating SMSs to its 
Most Wanted List. However, the NTSB has not called for an SMS in pipeline operations. This 
Marshall accident and the 2010 pipeline accident in San Bruno, California, indicate that SMSs 
are needed to enhance the safety of pipeline operations. 

Both the San Bnmo accident and the Marshall accident involved errors at the 
management and operator levels in both pipeline integrity and control center operations. The 
delays in recognizing and responding to the pipeline rupture and the deficiencies in control 
center team performance were prominent aspects of both accidents. 

SMSs continuously identify, address, and monitor threats to the safety of company 
operations by doing the following: 

• Proactively addressing safety issues before they become incidents or accidents. 

• Documenting safety procedures and requiring strict adherence to the procedures by 
safety personnel. 

• Treating operator errors as system deficiencies and not as reasons to punish and 
intimidate operators. 

• Requiring senior company management to commit to operational safety. 

• Identifying personnel responsible for safety initiatives and oversight. 

• hnplementing a nonpunitive method for employees to report safety hazards. 

146 Refinery Fire and Explosion, BP, Texas City. Texas, March 23, 2005, Report No. 2005-04-I-TX 
(Washington. D.C.: U.S. Chemical Safety and Hazard Investip tion Board. 2007), p. 144. 

147 Collision of 11 .. 0 Washington Meh'opolifan Area Transit Authority Meh'orail Trains Near Fort Tolten 
Station, Washington, D.C., June 22, 2009. Railroad Accident Report NTSBIRAR-IO/02 (Washington, D.C. : 
National Transportation Safety Board. 2010). 
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• Continuously identifying and addressing risks in all safety-critical aspects of 
operations. 

• Providing safety assurance by regularly evaluating (or aUditing) operations to identify 
and address risks. 

The evidence from tlus accident and from the San Bruno accident indicates that company 
oversight of pipeline control center management and operator perfonnance was deficient. In both 
cases, pipeline ruptures were inadequately identified and delays in identifying and responding to 
the leaks exacerbated the consequences of the initial pipeline ruptures. 

Therefore the NTSB concludes that pipeline safety would be enhanced if pipeline 
companies implemented SMSs. 

The API facilitates the development and maintenance of national consensus standards for 
the petroleum and petrochemical industry, including liquid and gas pipelines. In 1990, the API 
published API RP 750, Management of Process Ha:ards, wlrich is an SMS for the refming and 
chemical industries. 

Because ofthe improvements to safety that accrue from the use of a comprehensive SMS, 
the NTSB reconllllends that the API facilitate the development of an SMS standard specific to 
the pipeline industry that is similar in scope to the API's RP 750, Management of Process 
Ha:ards. The development should follow established American National Standards Institute 
requirements for standard development. 
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3 Conclusions 

3.1 Findings 

1. The following were not factors in this accident: cathodic protection, microbial corrosion, 
intemal corrosion, transportation-induced metal fatigue, third-party damage, and pipe 
manufacturing defects. 

2. Insufficient infonnation was available from the postaccident alcohol testing; however, the 
postaccident drug testing showed that use of illegal drugs was not a factor in the accident. 

3. The Line 6B segment ruptured under nonnal operating pressure due to corrosion fatigue 
cracks that grew and coalesced from mUltiple stress corrosion cracks, which had initiated in 
areas of extemal corrosion beneath the disbonded polyethylene tape coating. 

4. Title 49 Code of Federal Regulatio1ls (CFR) 195.452(h) does not provide clear requirements 
regarding when to repair and when to remediate pipeline defects and inadequately defines the 
requirements for assessing the effect on pipeline integrity when either crack defects or cracks 
and corrosion are simultaneously present in the pipeline. 

5. The Pipeline and Hazardous Materials Safety Administration (pHMSA) failed to pursue 
fmdings from previous inspections and did not require Enbridge Incorporated (Enbridge) to 
excavate pipe segments with injurious crack defects. 

6. Enbridge's delayed reporting of the «discovery of condition" by more than 460 days 
indicates that Enbridge's interpretation of the current regulation delayed the repair of the 
pipeline. 

7. Enbridge's integrity management program was inadequate because it did not consider the 
following: a sufficient margin of safety, appropriate wall thickness, tool tolerances, use of a 
continuous reassessment approach to incorporate lessons learned, the effects of corrosion on 
crack depth sizing, and accelerated crack growth rates due to corrosion fatigue on corroded 
pipe with a failed coating. 

8. To improve pipeline safety a unifonn and systematic approach in evaluating data for various 
types of in-line inspection tools is necessary to determine the effect of the interaction of 
various threats to a pipeline. 

9. Pipeline operators should not wait until PHMSA promulgates revisions to 49 CFR 195.452 
before taking action to improve pipeline safety. 

10. PIT Pipeline Solutions' analysis of the 2005 in-line inspection data for the Line 6B segment 
that ruptured mischaracterized crack defects, which resulted in Enbridge not evaluating them 
as crack-field defects. 
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11. The ineffective perfonnance of control center staff led them to misinterpret the rupture as a 
colulllll separation, which led them to attempt two subsequent startups of the line. 

12. Enbridge failed to train control center staff in team perfonnance, thereby inadequately 
preparing the control center staff to perfonn effectively as a tealll when effective team 
perfonnance was most needed. 

13. Enbridge failed to ensure that all control center staff had adequate knowledge, skills, and 
abilities to recognize and address pipeline leaks, and their limifed exposure to meaningful 
leak recognition training diminished their ability to conectly identify the cause of the 
Material Balance System (MBS) alanns. 

14. The Enbridge control center and MBS procedmes for leak detection alanns and identification 
did not fully address the potential for leaks dming shutdown and startup, and Enbridge 
management did not prohibit control center staff from using unapproved procedmes. 

15. Enbridge's control center staff placed a greater emphasis on the MBS analyst's flawed 
interpretatioll of the leak detection system's alarms than it did on reliable indications of a 
leak, such as zero pressme, despite known limitations of the leak detection system. 

16. Enbridge control center staff misinterpreted the absence of external notifications as evidence 
that Line 6B had not ruptmed. 

17. Although Enbridge had procedmes that required a pipeline shutdown after 10 minutes of 
uncertain operational status, Enbridge control center staff had developed a cultme that 
accepted not adhering to the procedmes. 

18. Enbridge's review of its public awareness program was ineffective m identifying and 
correcting deficiencies. 

19. Had Enbridge operated an effective public awareness program, local emergency response 
agencies would have been better prepared to respond to early indications of the rupture and 
may have been able to locate the crude oil and notify Enbridge before control center staff 
tried to start the line. 

20. Had the firefighters discovered the ruptured segment of Line 6B and called Enbridge, the two 
startups of the pipeline might not have occurred and the additional volume might not have 
been pumped. 

21. Although Enbridge quickly isolated the ruptured segment of Line 6B after receiving a 
telephone call about the release, Enbridge's emergency response actions dmiug the initial 
hours following the release were not sufficiently focused on somce control and demonstrated 
a lack of awareness and training in the use of effective containment methods. 

22. Had Enbridge implemented effective oil containment measmes for fast-flowing waters, the 
amount of oil that reached Talmadge Creek and the Kalamazoo River could have been 
reduced. 
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23. PHMSA's regulatory requirements for response capability plaruling do not ensure a high 
level of preparedness equivalent to the more stringent requirements of the U.S. Coast Guard 
and the U.S. Environmental Protection Agency. 

24. Without specific Federal spill response preparedness standards, pipeline operators do not 
have response planning guidance for a worst-case discharge. 

25. The Enbridge facility response plan did not identify and ensure sufficient resow'ces were 
available for the response to the pipeline release in this accident. 

26. If PHMSA had dedicated the resources necessary and conducted a thorough review of the 
Enbridge facility response plan, it would have disapproved the plan because it did not 
adequately provide for response to a worst-case discharge. 

27. Enbridge's failure to exercise effective oversight of pipeline integrity and control center 
operations, implement an effective public awareness program, and implement an adequate 
postaccident response were organizational failures that resulted in the accident and increased 
its severity. 

28. Pipeline safety would be enhanced if pipeline companies implemented safety management 
systems. 
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3.2 Probable Cause 

The National Transportation Safety Board (NTSB) detennines that the probable cause of 
the pipeline rupture was corrosion fatigue cracks that grew and coalesced from crack and 
corrosion defects under disbonded polyethylene tape coating, producing a substantial crude oil 
release that went undetected by the control center for over 17 hours. The rupture and prolonged 
release were made possible by pervasive organizational failures at Enbridge Incorporated 
(Enbridge) that included the following: 

• Deficient integrity management procedures, which allowed well-docwnented crack 
defects in corroded areas to propagate until the pipeline failed. 

• Inadequate training of control center personnel, which allowed the rupture to remain 
undetected for 17 hours and through two startups of the pipeline. 

• fusufficient public awareness and education, which allowed the release to continue 
for nearly 14 hom's after the first notification of an odor to local emergency response 
agencies. 

Contributing to the accident was the Pipeline and Hazardous Materials Safety 
Administration's (pHMSA) weak regulation for assessing and repairing crack indications, as 
well as PHMSA's ineffective oversight of pipeline integrity management programs, control 
center procedures, and public awareness. 

Contributing to the severity of the environmental consequences were (1 ) Enbridge's 
failure to identify and ensure the availability of well-trained emergency responders with 
sufficient response resources, (2) PHMSA's lack of regulatory guidance for pipeline facility 
response planning, and (3) PHMSA's limited oversight of pipeline emergency preparedness that 
led to the approval of a deficient facility response plan. 
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4 Recommendations 

4.1 New Recommendations 

To the U.S. Secretary of Transportation: 

Audit the Pipeline and Hazardous Materials Safety Administration's onshore 
pipeline facility response plan program's business practices, including reviews of 
response plans and drill programs, and take appropriate action to correct 
deficiencies. (P-12-1) 

Allocate sufficient resources as necessary to ensure that the Pipeline and 
Hazardous Materials Safety Administration's onshore pipeline facility response 
plan program meets all of the requirements of the Oil Pollution Act of 1990. 
(P-12-2) 

To the Pipeline and Hazardous Materials Safety Administration: 

Revise Title 49 Code of Federal Regulatio11s 195.452 to clearly state (1) when an 
engineering assessment of crack defects, including environmentally assisted 
cracks, must be performed; (2) the acceptable methods for performing these 
engineering assessments, including the assessment of cracks coinciding with 
corrosion with a safety factor that considers the uncertainties associated with 
sizing of crack defects· (3) criteria for determining when a probable crack defect 
in a pipeline segment must be excavated and time limits for completing those 
excavations; (4) pressure restriction limits for crack defects that are not excavated 
by the required date; and (5) acceptable methods for determining crack growth for 
any cracks allowed to remain in the pipe, including growth caused by fatigue, 
corrosion fatigue, or stress corrosion cracking as applicable. (P-12-3) 

Revise Title 49 Code of Federal Regulations 195.452(b)(2), the "discovery of 
condition," to require, in cases where a determination about pipeline threats has 
not been obtained within 180 days following the date of inspection, that pipeline 
operators notify the Pipeline and Hazardous Materials Safety Administration and 
provide an expected date when adequate information will become available. 
(P-12-4) 

Conduct a comprehensive inspection of Enbridge Incorporated's integrity 
management program after it is revised in accordance with Safety 
Recommendation P-12-11. (P-12-5) 

Issue an advisory bulletin to all hazardous liquid and natural gas 
pipeline operators describing the circumstances of the accident in Marshall, 
Michigan-including the deficiencies observed in Enbridge Incorporated's 
integrity management program-and ask them to take appropriate action to 
eliminate similar deficiencies. (P-12-6) 
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Develop requirements for team training of control center staff involved in pipeline 
operations similar to those used in other transportation modes. (P-12-7) 

Extend operator qualification requirements in Title 49 Code of Federal 
Regulations Part 195 Subpart G to all hazardous liquid and gas transmission 
control center staff involved in pipeline operational decisions. (P-12-8) 

Amend Title 49 Code of Federal Regulntions Part 194 to harmonize onshore oil 
pipeline response planning requirements with those of the U.S. Coast Guard and 
the U.S. Environmental Protection Agency for facilities that handle and transport 
oil and petroleum products to ensure that pipeline operators have adequate 
resources available to respond to worst-case discharges. (P-12-9) 

Issue an advisory bulletin to notify pipeline operators (1) of the circumstances of 
the Marshall, Michigan, pipeline accident, and (2) of the need to identify 
deficiencies in facility response plans and to update these plans as necessary to 
conform with the nonmandatory guidance for detennining and evaluating required 
response resources as provided in Appendix A of Title 49 Code of Federal 
Regulations Part 194, "Guidelines for the Preparation of Response Plans." 
(P-12-10) 

To Enbridge Incorporated: 

Revise your integrity management program to ensure the integrity of your 
hazardous liquid pipelines as follows: (I) implement, as part of the excavation 
selection process, a safety margin that conservatively takes into account the 
uncertainties associated with the sizing of crack defects from in-line inspections' 
(2) implement procedures that apply a continuous reassessment approach to 
immediately incorporate any new relevant infom18tion as it becomes available 
and reevaluate the integrity of all pipelines within the program; (3) develop and 
implement a methodology that includes local corrosion wall loss in addition to the 
crack depth when perfonning engineering assessments of crack defects coincident 
with areas of corrosion; and (4) develop and implement a corrosion fatigue model 
for pipelines under cyclic loading that estimates growth rates for cracks that 
coincide with areas of corrosion when detennining reinspection intervals. 
(P-12-11) 

Establish a program to train control center staff as teams, semiannually, in the 
recognition of and response to emergency and unexpected conditions that includes 
supervisory control and data acquisition system indications and Material Balance 
System software. (P-12-12) 

Incorporate changes to your leak detection processes to ensure that accurate leak 
detection coverage is maintained during transient operations, including pipeline 
shutdown, pipeline startup, and column separation. (P-12-13) 
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Provide additional training to first responders to ensme that they (1) are aware of 
the best response practices and the potential consequences of oil releases 
and (2) receive practical training in the use of appropriate oil-contaimnent and 
-recovery methods for all potential environmental conditions in the response 
zones. (P-12-14) 

Review and update yom oil pipeline emergency response procedmes and 
equipment resomces to ensw·e that appropriate containment equipment and 
methods are available to respond to all environments and at all locations along the 
pipeline to minimize the spread of oil :fi:om a pipeline lUpture. (P-12-15) 

Update yow· facility response plan to identify adequate resources to respond to 
and mitigate a worst-case discharge for all weather conditions and for all yow· 
pipeline locations before the required resubmittal in 2015. (P-12-16) 

To the American Petroleum Institute: 

Facilitate the development of a safety management system standard specific to the 
pipeline industry that is similar in scope to yom Recommended Practice 750, 
Managemel1t of Process Ha=ards. The development should follow established 
American National Standards Institute requirements for standard development. 
(P-12-17) 

To the Pipeline Research Council International: 

Conduct a review of various in-line inspection tools and technologies-including, 
but not limited to, tool tolerance, the probability of detection, and the probability 
of identification-and provide a model with detailed step-by-step procedmes to 
pipeline operators for evaluating the effect of interacting corrosion and crack 
threats on the integrity of pipelines. (P-12-18) 

To the International Association of Fire Chiefs and the National Emergency 
Number Association: 

Inform yom members about the circumstances of the Marshall Michigan, 
pipeline accident and mge yom members to aggressively and diligently gather 
from pipeline operators system-specific information about the pipeline systems in 
their communities and jurisdictions. (P-12-19) 

4.2 Reiterated Recommendation 

As a result of this accident investigation the National Transportation Safety Board 
reiterates the following previously issued safety recommendation: 

Require operators of natmal gas transmission and distribution pipelines and 
hazardous liquid pipelines to provide system-specific information about their 
pipeline systems to the emergency response agencies of the communities and 
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jurisdictions in which those pipelines are located. This infonnation should include 
pipe diameter, operating pressure, product transported, and potential impact 
radius. (P-11-8) 

BY THE NATIONAL TRANSPORTATION SAFETY BOARD 

DEBORAH A.P. HERSMAN 
Chairman 

CHRISTOPHER A. HART 
Vice Chairman 

Adopted: July 10, 2012 
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5 Appendixes 

5.1 Appendix A: Investigation 

The National Response Center was notified about the Enbridge Incorporated (Enbridge) 
Line 6B rupttu'e and release of crude oil ill Marshall, Michigan, on July 26, 2010, at 1:33 p.m. 
The Pipeline and Hazardous Materials Safety Administration (pHMSA) notified the National 
Transportation Safety Board (NTSB) about the accident about 8:30 a.m. eastern daylight time, 
on July 27, 2010. The investigator-in-charge and other investigative team members were 
launched from the NTSB's Washington, D.C., headquarters office to Marshall, Michigan; 
another investigator was launched to the Enbridge control center in Edmonton, Alberta, Canada. 
Due to the severity of the accident, additional investigators were sent to Marshall from 
headquarters; another team member was launched from Jacksonville, Florida, to assist with the 
environmental response investigation. Chaitman Deborah A.P. Hersman was the Board Member 
on scene. Investigative groups were formed to study integrity management, materials, control 
center operations, environmental response, emergency response, and hWllan performance issues. 

Parties to the investigation were PHMSA Enbridge, PIT Pipeline Solutions, and the 
U.S. Environmental Protection Agency. 
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5.2 Appendix B: Enbridge's MBS and Control Center Operations 
Procedures 

MBS Procedurefor E"(amillil1g MBS Alarms 

Enbrld(1,e RespODSfll to IR No. 108 
P~e.z 0117 

1) Usir~ Ute now churl 10 rt:'J)Onu 10 a 5-IlDll ~.mS ularm r~lu ltu 10 column .'lepaIlllioIL 

B 

-­_Odd __ ---..--

c 

... -+ 

c 

....,....-.. ~. 
WW'I ......... ----IU_ 

127 

o 

o 

, --....--....,-IIIIS...,._ 



NTSB Pipeline Accident Report 

EubridllC Rt'ljpou~l'S 10 IR No. 108 
Pale3ort7 

MBSAIarm 

Proc:eed to the MaIn Menu Display 

Proc: ed to the Volumne Balante Region 
dli9iY with alarm5 

P/Oteed to the shoneS( Volume Balance 
window StalUs diasplay with alarms 

No No 
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EnbridKc RC'iPOD!lCS lu IR No. 168 
Page",oU7 

5 Min Alarm 
Analysis 

NavIgate to the Imbalance 
Historical Display 

DetermIne start time and pattern 
of Imbalance 

Proceed to Volume Balance Section 
Delail display common to al l alarms 
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Final Step 

Column Separatfon AnII1S!I 
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Control Center Procedure for Suspected COIUlII11 Separatio11 

@OBTltle-

4 Fm ........ n,." Prn"'·"ures-1. Emergency Response - Pipeline 

eNBRIDG£ 

k) SUSpected Column Separation 

In the event of a suspected column separation: 

Pipeline OPerator: 

1. Notify Shift lead 

If a column separation Is suspected from Incoming SCADA data and the column cannot 
be restored within 10 minutes: 

Pipeline Operator: 

1. Notify Shift Lead 

2. Shut down the specific line. 

3. SectionalizeO 

4. Isolate[j 

5. Execute the Abnormal Operations Condition Reporting[j procedure 

Shift Lead: 

1. Execute the Emergency Notlficatlonu procedure 

If field personnel locate a leak: 

1. Initiate the Confirmed Leak- Field Personnel VerificalionO procedure. 

If field personnel do not locate a leak: 

• permission to restart the line may be granted only by the Pipeline Control on-call 
designate 

R .... TopIce: 
[LIne 52 8U1fM11*d Column Seperatlon 

This document is valid only for the date shown' 12/1412010 
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Control Center Procedure for Colu11In Separation-Draft Procedure Used 011 JlI~V 26, 2010 

Main T",u,,,,,-......;....,j 
Author: Meli$a MarshaD/CNPUEnbridge Data Composed : 0510312010 09:52 AM 
Subject: Suspected Column Separation 
Cetagory: SuspslIIJed ProceUure ModiliUllion 

Orlalnator: Jason Ridley 

Justifrcation/Reason for Change: There are times where we have a suspected column separation and 
given the dralned volume, ca nnot restore the co lumn In 10 '!1inutes, requiring an addilional shutdown. 
These ch~nlles will bring our suspected column ~ep:lr:lt ion procedures in line wi t~ ben pr:lct.ces. 

Reviewers: ceo On-Shift Slatt, Training. Technical Services, Engineering, 

Primary Approver: CCO M anasement (Ian Melligan) 

Review Period: 14 cays 

Procedure Section and Name(I): Section fI, kl Suspectec Column Sepa' ation 

Notes: 

• Formatted procedures have been placed in the Control Centre Operations Forum 

Please provide feedtJa'k In the Control Cent re Operations Forum bv May 17th. 

k) Suspected Column Separation 

In the event of a suspected column separation: 

P ipeline Operator: 

1. Notify Shift Lead. 

If a column separation is suspected from incoming SCADA data and the column cannot 
be restored Within 10 minutes: 
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Pipeline Operator: 

, . Notify Shift lead. 

2. Shut down the specific line. 

J . Sectlonallzeu 

4. IsolateD . 

Pipeline Accident Report 

5. Execute the Abnormal Operations Condition ReportingO procedure. 

Shift Lead: 

, Execute the Emergency Notificationu procedure 

If field pel'3onnellocale a leak: 
• Initiate the Confirmed Leak - Field Personnel Verification procedure 

If field personnel do not locate a leak: 
• permission to restart the line may be granted only by the Pipeline Control 

on·call designate 

If a starting up into a known column separation 

Pipeline Operator: 

1 Notify Shift lead 

2. Calculate the amountofvolume drained (from CMT, tank levels, etc) 

J Calculate a restoration time to restore the column separation (volume dralnedl 
now rate) = lrme 

Shtft Lead: 
1 Confirm calculated restoration time with Pipeline Operator 

2. Request Operator to start up the line Into the cotumn separation starting the 10 
minute rule when the c~lculated restor~tion time expires 

If the column cannot be restored under the above condlbons: 
• request operator to shutdown. seC1lonalize and Isolate 

J. Execute the Emergency Notification[J procedure 
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Control Center Procedure for MBS Leak A/ann 

@DBTltle- IR 63: EMERGENCY PROCEDURES 

4 Fm_,.. .. n"" Prn"Arlures-1. Emergency Response - Pipeline 

c) MBS Leak Alann 

If a leak detection alarm occurs: 

Pipeline Operator: 

1. Notify Shift lead 
2. Record AOe In FACMAN 

Shift lead: 

1. Assess the alarm 

If any of the following conditions occur: 
• A 2 hour alarm Is received by Itself and not in conjunction with a 5 or 20 minute 

alarm. 
• The green line on the alarm assessment screen remains below the recl alarm line 

for 5 minutes 
• The green line drops below the red line again anytime within 20 minutes of the 

Initial alarm 
• There is any doubt about the reliability of the model 

1. EXf!c:utf! the MBS Alarm - Analysis by MBS SupportO procedure 

If none of the above conditions occur. 

1. Execute the MBS Alarm - Temporary AlarmO procedure 

Rllatad Topb: 
[N,nonnat openiltlona Repor1lng Requlremenlll 
[NBS s,..m Maltlncllon 

This document is valid only or the date shown: 0810 12010 
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Control Center Procedure for MBS Leak Alanll-Al1a~vsis by MBS Support 

IR 63; EMERGENCY PROCEPURES 

4 F=m ........ n,." Drn,..wtures-1. Emergency Response - Pipeline 

.NBRIDGI! 

MBS Leak Alarm· Analysis by MBS Support 

If the Shift Lead determines that an MBS Alarm requires analysis by MBS Support 

• Notify MBS Support. 

If after 10 mlrutes, an analysis of the alarm is not complete: 

• Shut down the pipeline and standby for analysis. 

If MBS Support advise the alarm Is valid: 

• Execute the MBS Valid AlarmO procedure 

If MBS Support advise the alarm is false: 

• Execute the MBS Temporary Alarmuprocedure 

This document is valid only for the date shown. 08101/2010 
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Control Center Procedure for MBS Leak A/ann-Temporary Alann 

IR 63: EMERGENCY PROCEDURES 

6 F""_n"",,,, Prn"-'ures-1. Emergency Response - Pipeline 

MBS Leak Alarm -Temporary Alarm 

If the Shift Lead or MBS Support determines that an MBS alarm Is temporary: 

PIpeline Operator: 

1. Continue normal operations 
• No pipeline shutdown is required. or 
• If plpeDne was shutdown, resume normal operations 

Rele"" Topice 
~nnal Operationll RttpOI1Ing Requlramenla 

This document is valid only for the date shown: 08I01 /20tO 
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Control Center Procedure for MBS Leak Alan1/-Valid Alan1/ 

IR 63: EMERGENCY PROCEDURES 

4 Fm .... '· ... nMI Prn,. .. ttures-1. Emergency Response - Pipeline 

~NBII'DGe 

MBS Leak Alarm· Valid Alarm 

If the MBS Support determines that the MBS alarm Is valid: 

Pipeline Operator: 

,. Shut down the alarming pipeline 

2. SectlonalizeO 

3. IsolateO 

Shift Lead: 

1. Request MBS support to provide the following information: 
• station to station estimate of the potential leak location 
• total Imbalance 
• synopsis of pressure trends near the potential leak location 

2. Contact the police. 
• For Norman Wells Pipeline. contact policeu if the emergency is within a 5 

1I0metre radius of Norman Wells, Tullta, Wrigley or Ft. Simpson. 

3. Contact ReglonaVDlstrict ManagementO and : 
• indicate that the line is shut down for a Material Balance System (MBS) alarm only 
• identify the potential leak location between the two identified adjacent stations 

4. Contact the CCO AdmlnO On-Call or Delsgnate 

Note: Permission to restart the plpel ne may only be granted by Control Centre 
Operations on-call designate in agreement with Regional Management 

Relalld Topic:e 
U\bnormal Opel'll1lDns Reporting RequlNtnentl 

This document il valid only for the date shown: 08/0 /2010 
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Control Center Procedure for Leak Triggers From SCADA Dala 

IR 63- EMERGENCY PROCEPURES 

6 ~m_n .. n"\1 Drn ...... ures4. Incident Analysis 

Leak Triggers· From SCADA Data 

Leak triggers are unexplained, abnormal operating cond~lons or events that Indicate a leak: 

From Pipeline SCADA Data: 
Upstraam of Suspected Leak Site: 

• sudden drop In upstream d ischarge pressure 
• sudden change in upstream control valve throttling or pump speed 
• one or more upstream units shut down (or lock out) In combination with a 

sudden drop in upstrf'.am discharge pressure andlor sudden change in 
upstream control valve throttling or percentage VFD control 

• sudden increase in upstream f low rate 

Downstream of Suspected Leak Site: 
• sudden drop In downstream suction pressure 
• sudden change in downstream control valve throttling or pump speed 
• one or more downstream units shut down (or lock out) In combination with a 

sudden drop in downstream suction pressure and/or sudden change in 
downstream conlrol valve throlliing or percenlage VFD control 

• sudden drop In holding pressure at a delivery location 
• sudden decrease in downstream flow rate 

From the Material Balance System (MBS): 
• An MBS alarm is active 

From Terminal SCADA Data: 
Injec:tfon Tannlnsls 

• sudden increase In f low rate 
• sudden decrease In pressure 
• one or more booster pumps shut down (or lock out) in oombination with a 

sudden decrease In pressure 

Delivery/landing Terminals 
• sudden decrease in flow rate 
• sudden decrease in pressure 
• PCV closing 

If one or two leak triggers occur, execute the Suspected Leak[J procedure. 
If three or more triggers occur. execute the Confirmed LeakU procedure. 

ReleWTopb 
[J,AB8 .... kAJarm 
UAhnormal OpeNtIone Condition Reporting Requlremona 

This document is varld only for the date shown: 0810112010 
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Control Center Procedure for Suspected Leak-Pipeline-From SCADA Data 

Suspected Leak· Pipeline. From SCADA Data 

If a leak Is suspected as a result of 1 or 2 leak triggers from SCADA data ' 

Pipeline Operl!ltor: 

1. Notify Shift Lead 

2 Establish the Initial time of the anomaly from historical data 

. In the event of 3 or more Leak Triggers, execute the Confirmed Leak ­
SCADA or CMT Data <Link> procedure 

If a leak cannot be ruled out within 10 minutes or less from the Initial time of the 

anomaly: 

Pipeline Operator: 

1. Shut down the specific line. 

2. Sectlonallze <Unk> 

3. Isolate <Link> 

Shift Lead: 

1. Continue investigat ion if necessary to confirm leak triggers. 

2. Execute the Emergency Notification <link> procedure 

If field personnel locate a leak: 

1. Execute the Confirmed Leak · Field Personnel Verification <link> procedure. 

If field personnel do not locate a leak: 

• permission to restart the pipeline may only be granted by Control Centre 
Operations on-call deSignate In agreement with Regional Management 

Related Topics: 
lMIk Triggers 
Abnormal Operations Reporting Requirements 
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Control Center Procedure for COllfinlled Leak-Pipelille-SCADA or CMf Data 

ENBRIDGE 

Confirmed Leak· Pipeline - SCADA or CMT Data 

In the event of a confirmed leak from SCADA or CMT data: 

Pipeline Operator: 

1. Immediately shut down the specific line using the Stop Line <Lmk> commend 

- Notify Shift Lead 

2. Sectionalize <Lmk> 

3. Isolate <Link> 

4. Execute the Abnormal Operations Condition Reporting <Link> procedure 

Shift Lead: 

1. Execute the Emergency Notification Procedure <Link> 

2. Complete the Reported Incident Information Receiving Form 

Related TopiCS: 
Leek Triggers 
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Control Center Procedure for Abl10nllal Operatil1g COl1ditions 

a) Abnormal Operating Conditions 

An Abnormal ~eratlng Condition (AOC) Is a condition that may indicate a malfunction 
of a component or deviation from normal operation that may' 

• Indicate a condition el<ceedlng design limlls, or 
• Result in a hazard(s) 10 persons, property or the environmenl 

The following are Identified as AOes for Control Centre Operations. Additional 
conditions that could oonslitute an AOC according to the above definition must be 
reported to ceo Management 

Pipeline Obstruct/on 
Obstruc:1lan Triggers - Pipeline <Link> 
Obstruc:1lan Triggers - Terminal <Unk> 
Pipeline Obstruction <Unk> 

Station Lookout 
Stillion Lockout <wnk> 

Suspected Leak 
SUlipected Leek - Pipeline - From SCADA Dala <Link> 
Building leak Dehlct8d <Link> 
Denshometer Trouble or Densitometer L.eeJ< <Unk> 
Stalion Trouble (those thai stalll "bldg leak") <Unk> 
leak Triggers· From CMT Oat. <LI nk> 
Lellk Triggers · From SCADA Data <Link> 

MBSA/arm 
MBS Alllrm <Link> 
MBS System MllHunction <Unk> 

Suspected Column Separation 
Suspected Column SIp_allan <Unk> 

Communications Failure 
Communlcallons Failure - Pipeline <Link> 
Communications Failure - Terminal <Link> 

SCADA Field Equipment Malfunction 
PLC Outage- StatIon <Link> 
PLC FBilure • Frcmm Data <Link> 
Pressure RtadbllCk Outage - Stlltion < Link> 

Confirmed Leak 
Confirmed LNk • Pipeline · SCADA or CMT DIIla < Link> 

Valve Malfunction 
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Control Center Procedure for Un~7lOwn Alanll or Non Defined Procedure 10 all Alarm 

IR 6 1 CCQ MANEUVERS 

r. M .. n,."v,.ra.' n"""'Iting Standards 

N."'DG~ 

b) General Operating Standards -Unknown A1enn or Non-deflned 
Procedure to an Alann 

In the event of an unknown SCADA alarm or a SCADA alarm without a defined 
procedure; Control Centre actions are based on alarm severity. 

S2 Informational: 
• No action required 

S4Wamlng: 
• Discretionary Operator response to alarm dependant on operating conditions 
• Notify the Shift Lead if unsure of response 
• If multiple S4 alarms are active for a related Issue, the response and severity 

may be raised 
• FACMAN creation may be required 
• Advise on-sitelon-call personnel If required 

56 Severe: 
• Notify Shift Lead 
• Advise on-slte/on-call personnel 
• Create a FACMAN 

sa Critical: 
• Notify Shift Lead 
• Immediately notify on-site personnel 
• Immediately call out field personnel If site is unmanned 
• Create a FACMAN 

Create a SCADA problem report for all unknown Control Centre alarms 

This document is valid only forlhe date shown" 0810112010 
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Control Center Procedure for Suspected Leak-Pipelillefrolll CMT Volllllle Differellce 

IR 63: EMERGENCY PROCEDURES 

6 I=m_'· ... n,.." Pr",..".,tlJres-1. Emergency Response - Pipeline 

Suspected Leak - Pipeline. From CMT Volume Difference 

In the event of a Leak Trfggeru from the Commodity Movement Tracking (CMT) IInsflll 
report: 

• Verify that the volumes al both the pumping and receiving stations are correct 

If the volumes are correct and exceed the Volume Balance Thresholdu for the pipeline: 

1. Initiate a 10 minute volume meck at both the pumping and rec:eivino !'ltation!'l. 

2. Analyze PCS historical data 
• Verify that the negative volume imbalance was accompanied by a 

corresponding Increase in pipeline pressures 

3. Compare the volumes from the 10 minute volume check 

If the difference between the pumped volume and the landed volume from the 10 minute 
volume check is more than 10%, or If the negatIVe volume Imbalance was not 
accompanied by a corresponding increase in pipeline pressures: 

• Execute Ihe Confirmed leak - Pipeline - SCADA or eMT DataO procedure. 

R.IldToplc. 
DMmormaI Operations Condition Reporting Raqulramanta 

This document is valid only for the date shown: 0810 12010 
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Control Center Procedure for Leak alld ObstniCtiOl1 Triggers-Oil Pipelille Startup from SCADA 
Data 

IR 63· EMERGENCY PROCEDURES 

6 Fm---.,.n,." Prn,. .... lJres-4. Incident Analysis 

NBRIDGE 

Leak and Obstruction Triggers - On Pipeline Startup· From SCADA Data 

tn addition to other Leak Trlggers[J and Obstruction Trlggers[j on a flowing pipeline, the following trlgg 

In the event that pressure changes do not propagate throughout a pipeline segment 
within the expected Wave Travel Time: 

If the event Is accompanied by an unexplained, abnormal Increase In pressure: 

• execute the Suspected Pipeline Obstructionu procedure 

If the pipeline was shut down with sufficient pressure to maintain Minimum Holding 
PressureO In the pipeline segment 

• execute the Confirmed leak[J procedure 

If the pipeline was shut down with Insufficient pressure to maintain Minimum Holding 
PressureD in the pipeline segment 

• execute the Suspected Column SeparatJonu procedure 

Relatad Topic: 

Ssmp/e Estimated WB~ Tl8vel Time IM,les): 
StlGmad l«Igtt (ml) Wtmt TnMI Time 

30 4!lsec 
40 1 minuto 
60 90 sec 
80 2 minutes 

Ssmp/e Estimated Wall!l T I8vel Tim9IKilometers): 
~ l.aagfI (km) Wne TI1IV8I Time 

40 40 sec 
60 1 minute 
100 100 sae 
300 5 minutes 

This document is valid only for the date shown: 0610112010 
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5.3 Appendix C: Supervisory Control and Data Acquisition Plots 
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SCADA Suction Pressure Recorded at the Time of Rupture 
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REPORT
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Executive Summary

In October 2014, the cities of Surrey, Burnaby, Coquitlam, Abbotsford and the Township of Langley

retained Associated Engineering to complete an assessment of additional costs incurred by each

municipality to operate, maintain and construct municipal infrastructure impacted by Kinder Morgan’s (KM)

existing and proposed TransMountain Pipelines (TMP and TMX, respectively). The objective of the work

was to:

1. Identify whether or not municipalities will incur additional costs to develop, maintain and construct

their own municipal infrastructure as a direct and/or indirect result of the proposed TMX.

2. Quantify the present and estimated future additional costs that each subject municipality would

incur as a result of the proposed pipeline operating within the vicinity of existing and future

municipal infrastructure.

3. Suggest mitigation opportunities KM could undertake in respect of the proposed TMX to reduce

future costs that would otherwise be incurred by the subject municipalities.

The projected additional costs that the subject municipalities will incur as a result of the proposed TMX

projected over 50 years exceeds $93,000,000 as set out in Table 1-2.

1 RATIONALE

Municipalities install and maintain infrastructure in their communities to meet the present and future needs

of their residents and industries. Kinder Morgan proposes to install its pipeline in municipal roads which are

congested with utilities and, as part of municipal annual O&M and long term needs to service residents,

municipalities incur higher costs which are not reimbursed by KM.  If the pipeline was not in municipal

roads, these costs would not be incurred.

Private utilities, such as BC Hydro, Telus and FortisBC, also have infrastructure routed through these

municipalities. In what has become a normal routine, municipal staff work with these private operators to

avoid impacting each other’s property, and in so doing, avoid costly errors. In the case of the Lower

Mainland municipalities, all parties have strict permitting, access and engagement requirements.

The results from this exercise do not quantify the initial TMX installation costs to the subject municipalities,

but the additional costs incurred by the municipalities once it is in the ground. AE then examines what

mitigation options can be implemented by KM to reduce these future costs.

Particularly costly to the municipalities is the potential of paying the entire cost of moving the TMP or TMX

to accommodate future municipal infrastructure needs. Kinder Morgan has already identified in the NEB

hearing process that the pipeline installation is expected to cost (in the range of) $6,000 per metre.

Excavating and relocating this pipe (whether by depth or to another location) could easily double or triple

this cost. The alternative would be leaving KM’s infrastructure in place and altering the municipalities’ usual
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construction plans and design standards to work around the KM infrastructure, which would impose a

potentially equally large financial burden on the municipalities. The municipalities have 20 year capital

works plans which help identify some projects, however, the scope beyond to the 50 year horizon is

inherently more vague.

2 OVERALL METHODOLOGY

The TMX concept and alignment is currently under review. To determine the cost impact of the TMX project

on the operation, maintenance and construction of municipal infrastructure utilities, Associated Engineering

chose to evaluate current practices involved with working around the existing TMP, and develop historical

benchmarks for costs.  The work plan included:

1. Identifying where municipalities were incurring additional costs due to operation, maintenance and

construction of municipal utilities around the existing TMP.

2. Quantifying additional costs incurred by municipalities as a result of the existing TMP being located

in close proximity to municipal infrastructure.

3. Projecting the impact of the proposed TMX on the existing municipal infrastructure and quantifying

the additional costs associated with operating and maintaining existing municipal infrastructure

within the pipeline’s vicinity.

4. Projecting and quantifying the additional costs associated with constructing new municipal

infrastructure around the proposed TMX.

5. Reviewing potential mitigation practices which would reduce the cost impacts on the municipalities.

3 BACKGROUND REVIEW

Information, documentation and system data were collected from a variety of sources. This included KM’s

application and supporting reference materials in the NEB hearing process for the TMX, as well as other

KM documentation available online regarding policies, practices and regulations in place with other

municipalities.  We note that KM’s application to the NEB provides different standards of construction for

the TMX than KM requires for new construction of facilities around the existing line.

4 COST BENCHMARKING

AE then met with staff of each municipality separately. From the subsequent discussions, it was confirmed

that the municipalities were, in fact, incurring additional costs in operating, maintaining and constructing

municipal infrastructure, due to the presence of the existing TMP.

AE compiled a list of activities and projects outlining examples of additional costs in operations,

maintenance and construction of new and existing facilities and infrastructure in the vicinity of the TMP. The

result was that the municipalities were being impacted by both direct and indirect costs:
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· Direct costs involved a visible, measurable cost including those associated with permitting, risk

mitigation, design and construction. These costs were generally associated directly with a single

maintenance incident or construction project.

· Indirect costs were generally comprised of administrative and coordination costs due to the overall

operation of municipal infrastructure in proximity to the TMP.

Of particular note, municipalities are replacing some assets before the end of their typical useful life as a

result of the TMP. This is particularly evident with respect to municipal roads in proximity to the TMP in

areas of wet or peaty soils.   The municipalities understand that their road infrastructure is vulnerable to

settlement in these areas, yet the pipeline settles at different rates causing road safety concerns and

increasing the rate of replacement of the municipal infrastructure.

The benchmarking exercise involved compiling the actual additional costs from different example projects

supplied by the municipalities into a series of unit cost scenarios. These unit costs scenarios were then

applied to develop cost estimates for each of the municipalities.

Additional costs were categorized into three main asset groupings:

· Buried utilities (water, sanitary, storm)

· Road infrastructure

· Overland drainage (ditches and creeks)

5 ANALYSIS

A comprehensive analysis was conducted to quantify where municipal assets and the existing TMP and

proposed TMX alignments intersected.

Additional costs were then generated using the unit costs produced during the benchmarking exercise, and

applied to the GIS ‘count’ of each impacted municipal asset.  Operating and maintenance (“O&M”) costs

were derived using O&M records provide by the municipalities.  Additional costs involved in replacing an

asset were derived by using an industry-standard assumption that all buried assets and ditches would be

replaced once every 50 years, and that roads would be completely replaced after an expected useful life of

40 years.  These costs were then averaged and annualized.

A similar analysis was then performed for the proposed TMX route using the same assumptions, and the

permitting and regulatory needs for horizontal and vertical clearances from the KM pipeline.

6 RESULTS

A summary of additional costs of the impacts of both the existing and proposed pipelines are presented, by

municipality, in Table 1-1. Although the additional costs around the TMP tend to be higher than the TMX,

there has been over 60 years of development around the TMP. It is therefore reasonable to assume that

the cost to the municipalities as a result of the TMX will increase over time as development progresses.
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Table 1-1
Summary of Annualized Additional Costs for Existing Infrastructure

Municipality O&M
1

Replacement
1

Subtotal

TMP

Burnaby $143,600 $1,078,000 $1,221,600

Coquitlam $107,300 $1,505,000 $1,612,300

Surrey $154,200 $1,015,000 $1,169,200

Langley Township $84,500 $356,000 $440,500

Abbotsford $87,300 $472,000 $559,300

Totals
2

$576,900 $4,426,000 $5,002,900

TMX

Burnaby $77,900 $156,000 $233,900

Coquitlam $116,200 $316,000 $432,200

Surrey $59,800 $260,000 $319,800

Langley Township $52,000 $204,000 $256,000

Abbotsford $44,500 $292,000 $336,500

Totals
2

$350,400 $1,228,000 $1,578,400

Notes

1. Includes Administration and Coordination, Risk Mitigation and Contingency (industry practice is 40% for
Class 5 projects)

2. All values in 2014 $.

Table 1-2 is a summary of the expected additional cost impacts expected over the next 50 years by each

municipality due to the construction of the proposed TMX.

Table 1-2
Summary of Additional Costs to be incurred by the Municipalities over 50 years

Municipality TMX
Future Expected

Projects
Totals

Burnaby $11,700,000 $5,900,000 $17,600,000

Coquitlam $21,600,000 $6,900,000 $28,500,000

Surrey $16,000,000 $1,100,000 $17,100,000

Township of Langley $12,800,000 N/A $12,800,000

Abbotsford $16,800,000 $200,000 $17,000,000

Totals $78,900,000 $14,100,000 $93,000,000
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Based on the information collected during the benchmarking phase of the study, a number of likely future

construction projects were evaluated to determine the estimated total additional cost due to the presence of

the TMX.  A summary of additional costs, by community, are included in Table 1-2 above. Table 1-3 below

provides a summary of some of the likely future sources of these additional costs.

Table 1-3
Estimated Additional Cost for Future Construction Projects

Proposed Project
Estimated Total

Additional Cost

Small Water Main in Urban Setting

· perpendicular crossing of TMX

· TMX does not require relocation

$41,000

Small Water Main in Urban Setting

· perpendicular crossing of TMX

· TMX must be raised/lowered due to water main
alignment, for a length of 20 m

$ 371,000

Storm Trunk Main in Urban Setting

· perpendicular crossing of TMX

· TMX does not require relocation

$ 53,000

Storm Trunk Main in Urban Setting

· perpendicular crossing of TMX

· additional infrastructure required to modify storm
trunk alignment (pump house, retention pond, etc.

$ 4,917,000

2 Lane Road Widening (to 4 lane)  in Urban Setting

· perpendicular crossing of TMX

· TMX does not require relocation

$ 112,000

2 Lane Road Widening (to 4 lane)  in Urban Setting

· perpendicular crossing of TMX

· TMX requires lowering

$ 706,000

2 Lane Road Widening (to 4 lane)  in Urban Setting

· TMX runs parallel to existing road and will be
covered by road surface

· TMX requires lowering and re-bedding for 1000 m
of pipe

$ 4,349,000

Underpass/Overpass Construction in Urban Setting

· perpendicular crossing of TMX

· TMX requires lowering

$ 1,490,000
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The results in Tables 1-1 through 1-3 demonstrate:

· The presence of the existing TransMountain Pipeline (TMP) results in $5.0M annually of additional

costs to the five Lower Mainland municipalities to operate, maintain and replace infrastructure they

already have in place:

· $577K (including administration costs and contingencies) of this are additional costs for

simple routine maintenance and repair work;

· $4.4M of additional funds are spent annually replacing of rehabilitating municipal assets to

KM permit standards.

· In the next 50 years, the subject Lower Mainland municipalities will spend an estimated $221M in

additional costs when replacing their infrastructure at the end of its useful life as a result of the TMP

· The presence of the future TransMountain Expansion Pipeline (TMX) will result in $1.6M of

additional annual costs to the five Lower Mainland municipalities to operate, maintain and replace

existing infrastructure;

· $350K (including Administration and contingencies) of this are additional costs for routine

maintenance and repair work around the TMP;

· $1.3M of additional funds will be needed to replace or rehabilitate aging municipal assets..

· In the next 50 years, the subject Lower Mainland municipalities will spend an estimated $61.4M in

additional costs to replace their infrastructure at the end of its useful life as a result of the TMX.

· Costs to municipalities will increase as new infrastructure is constructed around the TMX.

The subject Lower Mainland municipalities will inevitably expand as population grows over the next 50

years. These municipalities will require new and higher capacity infrastructure to meet these needs.

Municipalities are already considering projects that either move or avoid the existing TMP, and these costs

will be significant. The municipalities do not have 50 year plans, and therefore we have estimated that each

municipality will need to spend money to move or accommodate the proposed TMX into the future. These

future cost impacts are derived using values in Table 1-3 and summarized by municipality in Table 1-2.

7 MITIGATION MEASURES

Some of the costs identified in Table 1-3 can be reduced by developing a plan that coordinates design

criteria and reduces risk and impacts by working with each municipality.

We have identified a variety of impacts that the municipalities face with the presence of both the existing

and proposed pipeline. We note some mitigation strategies that have been successfully used with other

private utilities or in other communities that can assist in reducing the cost impacts to the subject Lower

Mainland municipalities. Some of the more critical mitigation measures include:

· Installing casings across the TMX for existing utilities and identified future utilities

· Remove and replace existing parallel utilities outside of the minimum 5 m zone of influence

· Twin the pipeline where possible

· Increase the pipe wall thickness of the TMX pipeline through the municipalities

· Install the TMX as deep as possible in areas of soft/difficult soil conditions
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· Install the TMX using trenchless technologies wherever possible

· Require regular settlement monitoring of the TMX in areas of soft/difficult soil conditions.

· Require KM to develop detailed crossing, operating and design procedures specific to each

impacted municipality in conjunction with each municipality

· Include a municipal representative (for each municipality) during the detailed planning and design

phases for the TMX

· In instances where the TMX crosses a road and the TMX is constructed to a standard to prevent

settlement (ie. Poor soils or pilings), the road base should also be constructed in a manner to

ensure that it and the pipe settle at the same rate.



Surrey, Coquitlam, Abbotsford,
Burnaby & Township of Langley

viii
\\s-lng-fs-01\projects\20142798\00_transm_pipe_advis\advisory\01.02_reports\002 - infrastructure report\final report - rev 3\ae_rpt_cost-impacts-of-tmp_20150519_rev4.docx

Table of Contents

SECTION PAGE NO.

Executive Summary i

Table of Contents viii

List of Tables x

List of Figures xi

1 Introduction 1-1

1.1 Study Objective 1-1

1.2 Overall Methodology 1-1

2 Background Information Review 2-1

2.1 Proposed TMX Construction Design Criteria 2-1

2.2 Existing TMP Management 2-1

3 Benchmarking Additional Costs 3-1

3.1 Municipal Impacts 3-1

3.2 Sources of Additional Cost 3-5

3.3 Infrastructure Impacted by the TMP 3-8

3.4 Other Factors Associated With Additional Cost 3-11

3.5 Scenario Cost Development 3-12

4 Analysis 4-1

4.1 GIS Mapping 4-1

4.2 Application of Scenario Costs to Existing Infrastructure 4-7

4.3 Municipality Specific Analysis 4-11

4.4 Additional Costs 4-13

5 Results 5-1

5.1 City of Burnaby 5-3

5.2 City of Coquitlam 5-5

5.3 City of Surrey 5-6

5.4 Township of Langley 5-8

5.5 City of Abbotsford 5-9

6 Mitigation Measures 6-1

6.1 Pipeline Construction 6-1

6.2 Ongoing Operations 6-2



Table of Contents

ix

7 References 7-1

8 Certification Page 8-1

Appendix A – Pipeline Routing

Appendix B – Background Information

Appendix C – Benchmarking Cost Estimates

Appendix D – Community Impact Analysis

Appendix E – Results



Surrey, Coquitlam, Abbotsford,
Burnaby & Township of Langley

x
\\s-lng-fs-01\projects\20142798\00_transm_pipe_advis\advisory\01.02_reports\002 - infrastructure report\final report - rev 3\ae_rpt_cost-impacts-of-tmp_20150519_rev4.docx

List of Tables
PAGE NO.

Table 1-1 Summary of Annualized Additional Costs for Existing Infrastructure iv

Table 1-2 Summary of Additional Costs to be incurred by the Municipalities over 50

years iv

Table 1-3 Estimated Additional Cost for Future Construction Projects v

Table 3-1 Benchmarked Scenario Costs 3-13

Table 3-2 Additional Costs to Replace Road Infrastructure in Poor Soils 3-14

Table 3-3 Estimated Additional Cost for Future Construction Projects 3-15

Table 4-1 Road Buffer Widths 4-4

Table 4-2 TMP Impacted Infrastructure by Municipality 4-5

Table 4-3 TMX Impacted Infrastructure by Municipality 4-5

Table 4-4 Road Infrastructure Likely to be Impacted by Poor Soils 4-7

Table 4-5 Comparison of Facility Requirements for TMP and TMX 4-8

Table 5-1 Summary of Annualized Additional Costs for Municipal Infrastructure 5-2

Table 5-2 Summary of Additional Costs to be incurred by the Municipalities over 50

years 5-3

Table 5-3 City of Burnaby Annualized Additional Costs 5-3

Table 5-4 Burnaby Long Term Development Projects 5-4

Table 5-5 City of Coquitlam Annualized Additional Costs 5-5

Table 5-6 Coquitlam Proposed Projects 5-6

Table 5-7 City of Surrey Annualized Additional Costs 5-6

Table 5-8 Surrey Proposed Projects 5-7

Table 5-9 Township of Langley Annualized Additional Costs 5-8

Table 5-10 City of Abbotsford Annualized Additional Costs 5-9

Table 5-11 Abbotsford Proposed Projects 5-10



List of Figures

xi

List of Figures
PAGE NO.

Figure 4-1 – Example of Impact Zones in GIS or Orthophotos 4-2

Figure 4-2 - Example of Roads within KMP Zones

Figure 4-3 - Example of Selected Infrastructure Within KMP Zones

Appendix A

Figure A-1   Kinder Morgan Pipeline Routing - City of Burnaby -Problematic Soil Types

Figure A-2   Kinder Morgan Pipeline Routing - City of Coquitlam -Problematic Soil Types

Figure A-3   Kinder Morgan Pipeline Routing - City of Surrey-Problematic Soil Types

Figure A-4   Kinder Morgan Pipeline Routing – Township of Langley -Problematic Soil Types

Figure A-5   Kinder Morgan Pipeline Routing - City of Abbotsford -Problematic Soil Types





REPORT

1-1

1 Introduction

The Trans Mountain Pipeline (TMP), owned and operated by Kinder Morgan (KM), carries petrochemicals

from Alberta to the Pacific west coast.  In 2013, KM applied to the National Energy Board (NEB) for

approval to construct an expansion to the Trans Mountain Pipeline system.

The existing TMP was constructed in the early 1950’s, and the communities along its route have grown and

developed around it.  The proposed expansion includes the installation of a 900 mm diameter pipeline, the

Trans Mountain Expansion (TMX).  The pipeline path will follow the existing pipeline for approximately 70%

of its length however, in more urban areas, KM has generally proposed a new route for the expansion due

to the urbanization around the TMP.

While KM has acknowledged that there will be a disruption to municipal infrastructure during construction of

the proposed TMX pipeline, there has not yet been acknowledgement of the long term cost impacts to

municipalities for operation, maintenance and construction of municipal infrastructure around the proposed

expansion.

1.1 STUDY OBJECTIVE

In October 2014, the cities of Surrey, Burnaby, Coquitlam, Abbotsford and the Township of Langley

retained Associated Engineering to complete an assessment of additional costs incurred by each

municipality to operate, maintain and construct municipal infrastructure impacted by KM’s TMP and TMX.

The objective of the work was to:

1. Identify whether or not municipalities will incur additional costs to develop, maintain and construct

their own municipal infrastructure as a direct and/or indirect result of the proposed TMX.

2. Quantify the present and estimated future additional costs that each subject municipality would

incur as a result of the proposed pipeline operating within the vicinity of existing and future

municipal infrastructure.

3. Suggest mitigation opportunities KM could undertake in respect of the proposed TMX to reduce

future costs that would otherwise be incurred by the subject municipalities.

1.2 OVERALL METHODOLOGY

To assess the impact of the TMX project on the operation, maintenance and construction of municipal

infrastructure, Associated Engineering chose to use activities related to the existing TMP as a historical

benchmark.  AE’s methodology was essentially:

1. To identify if the municipalities were incurring additional costs due to operations, maintenance and

construction of municipal infrastructure around the existing TMP.

2. To quantify any additional cost that was incurred as a result of the existing TMP.
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3. To project the impact of the proposed TMX on the existing municipal infrastructure and to quantify

the additional costs associated operating and maintaining existing municipal infrastructure within

the pipeline’s vicinity.

4. To project and quantify the additional costs associated with constructing new municipal

infrastructure around both the existing and proposed pipelines.

5. To review potential mitigation practices which would reduce the cost impacts on the municipalities.

The following sections outline the steps AE took to follow the methodology described above. Figures

detailing the proposed routing for the TMX can be found in Appendix A.
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2 Background Information Review

To gain an understanding of the impact of the existing pipeline as well as the probable impact of the

proposed pipeline, information and documentation was collected from various sources. This included the

KM application to the NEB, as well as other KM documentation available online regarding policies, practices

and regulations in place which may affect the operation and maintenance of a municipality’s infrastructure

near the TMP. More detailed information can be found in Appendix B of this report. A summary of the

review findings is included below.  It was noted during the review that KM’s application to the NEB provides

different standards of construction for the TMX than is required for new construction of facilities around the

existing line. This is discussed later in the report.

2.1 PROPOSED TMX CONSTRUCTION DESIGN CRITERIA

The following points summarize the proposed construction of the TMX, as understood by AE:

· The proposed alignment is approximate; a 150 m wide corridor has been provided to allow for

deviations in the centre line alignment;

· The TMX will have a minimum cover of 0.9 m in soil and 0.6 m in rock;

· Minimum clearances between TMX and other infrastructure will be maintained:

· Where buried utilities are encountered in rural areas, a minimum vertical clearance of

300mm will be maintained;

· Where buried utilities are encountered in an urban area, a minimum vertical clearance of

700mm along with a precast slab will be installed;

· The horizontal clearance between the TMX and any other parallel pipeline or utility will not

be less than 1.0 m

· The TMX centerline will typically be offset from the existing TMP centerline by a minimum

of 5 m, in areas where twinning will occur;

· A typical TMX right-of-way (“ROW”) is 18.2 m in width.

2.2 EXISTING TMP MANAGEMENT

The following information was extracted from KM information packages outlining requirements to be met by

a municipality or private owner for working around and/or crossing the existing TMP.  AE has assumed, in

this analysis, that the proposed TMX will be managed according to the same requirements.

· Permitting & Notification

· KM requires a proximity permit for any work of a permanent nature occurring within a TMP

ROW, and for any work crossing the TMP;

· KM requires that any work within 30 m of the TMP (also known as the safety zone) be done

pursuant to a KM ground disturbance permit;

· KM sometimes also requires permits beyond the 30 m the safety zone;

· Pipeline Location and Working Distances
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· A KM inspector must be on site for the duration of any work that is conducted within 7.5

metres of the TMP;

· The TMP must be exposed by hand or hydrovac for all activities within 5 metres of the

pipeline;

· All excavation within 0.6 m of the TMP must be excavated using hydrovac or manually

using a hand shovel.

· Crossing Design

· New municipal infrastructure crossing the TMP or ROW should be as close to 90 degrees

as possible;

· Pre-loading and/or surcharge are not allowed within the TMP ROW, and must have KM

approval prior to works adjacent to the ROW;

· New parallel works within a road allowance must maintain a minimum 1.5 m horizontal

separation from the edge of the TMP;

· No new parallel works are permitted within the TMP ROW (excluding those within a road

allowance, as above);

· Underground utilities must cross underneath the pipeline unless conditions make it

impractical

· Crossing utilities must maintain a constant elevation across the TMP ROW

· Minimum vertical cover between TMP and surface works:

· 1.2 m for roadways

· 1.0 m for non-vehicular paths

· 1.0 m for ditches

· Minimum clearances between TMP and infrastructure:

· 0.3 m for utilities other than fibre-optics

· 0.6 m for fibre-optic cables

· 2.0 m for any piping installed using directional drilling

· Structural and select fill must be KM approved

· Hand compaction is required for portions of the backfilling process
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3 Benchmarking Additional Costs

AE met with staff of each the subject municipalities in separate meetings. From these meetings and

subsequent discussions, it was confirmed that the municipalities were, in fact, incurring additional costs in

operating, maintaining and constructing municipal infrastructure, as a result of the existing TMP.  AE then

set out to quantify these additional costs.

3.1 MUNICIPAL IMPACTS

The information collected from each municipality is discussed in the following sections.

3.1.1 City of Burnaby

Burnaby is home to the Burnaby Terminal, which is the terminus of the existing mainline TMP. Currently,

products are sent from the Burnaby Terminal to the Westridge Marine Terminal via a single 762 mm

pipeline which travels through a now fully developed area. The current TMP mainline passes through a

residential development, but only for a relatively short length in comparison to the pipeline to the Westridge

Terminal.  The following information was collected from the City of Burnaby regarding municipal

infrastructure around the existing TMP:

· Prior to performing emergency utility repair work in the vicinity of the pipeline, a KM inspector is

required on site, resulting in significant delays.  Further delays can occur if the emergency occurs

outside of normal business hours.

· Installation of a new water main across the TMP resulted in additional design and construction

costs.  The initial submission, approved by KM for construction, showed the water main being

installed over top of the TMP.  The design was completed and tendered as such.  However, when

the KM inspector came to site, the inspector required that the water main be installed below the

TMP.  Additional design and inspection time was required to update the design to address the

change.

· In 2007, on Inlet Drive, a contractor punctured the existing KM oil pipeline with an excavator. While

Kinder Morgan shared the resulting liability and costs with the contractor and engineering

consultant, the City’s citizens and staff are now well aware of the dangers and risks of having an oil

pipeline within their community.

3.1.2 City of Coquitlam

In Coquitlam, the existing TMP crosses underneath the Fraser River approximately 1 km west of the new

Port Mann bridge, and routes through a major industrial area to the south of Highway 1 before travelling

north through commercial and residential areas towards the Burnaby Terminal.  The following information

was obtained from the City of Coquitlam:
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· Installing sidewalk letdowns and signs and fixing potholes require permits from KM when

performing the work inside the safety zone

· Utility services constitute a large portion of the works impacted by the TMP.  A hydrovac is

necessary to expose the pipeline whenever work is performed near the pipeline and must be

conducted at the City’s cost.

· During a water main break on Cottonwood Avenue, City staff was delayed more than two hours

while waiting for a KM inspector to arrive on site.  Unable to stop the flow of water completely, the

City throttled flow to the area. The inspector completed a ground disturbance permit (“GDP”) for the

repair work.  When the City crew returned to the site to complete restoration, an additional GDP

was required for the work.

3.1.3 City of Surrey

The existing TMP was constructed in the mid-1950’s through the northern half of Surrey. At that time, the

pipeline was constructed along major roads and through industrial areas. Over time, industrial, commercial

and urban development has intensified and now surrounds the TMP ROW. The TMP now traverses

residential areas, where residential construction around the TMP is limited to removable structures and

restricted use, according to KM documentation.

Through our investigations, AE identified the following information regarding working around the TMP:

· The City experiences significant cost increases when performing work within the 18 m pipeline

ROW.  Operating within the safety zone also creates significant challenges with respect to

permitting and delays.

· Typical construction contracts for City works require standard insurance policies for $5M coverage.

Because of the 2007 incident in Burnaby (mentioned above) involving the TMP, Lower Mainland

municipalities have increased their insurance coverage. As a result, additional premiums in

construction tenders rose to over $20,000 per project (O&M or capital improvement).  This cost is

inevitably transferred back to the City as a part of the construction contract.

· KM requires GDP’s when fixing potholes in the vicinity of the pipeline.  The City is regularly

exposed to risk if the pothole cannot be repaired in a timely manner due to permitting delays.

· The TMP is built on piles in some areas with soft soils.  Over time, roads in soft soils experience

differential settlement, however, those crossing the TMP have settled unevenly due to the effect of

the piles.  This has resulted in the City needing to reconstruct the roads on a more frequent basis to

reduce these impacts, as the resultant hump in the road is a public safety issue.

· It was estimated that additional administration and coordination required for TMP impacted projects

accounts for approximately 1% of the capital costs for every project involving KM

Examples of past instances were also provided, citing capital construction projects impacted by the

presence of the TMP:

· 156
th
 Street Underpass of Highway 1
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o Construction of an underpass of 156
th
 St beneath the TransCanada Highway required the

existing TMP to be lowered, as the existing elevation was too high for the final elevation of

the new roadway.

o KM coordinated and carried out the relocation, charging the costs to the City. The cost for

this work was $1,641,000.

o An additional $550,000 in project costs came about with respect to relocating the TMP and

other utilities because of resulting design changes to Highway 1.

o KM staff took longer to complete work than initially scheduled, increasing the underpass

contractor’s fixed costs related to insurance, bonding, site office rental, site security and

quality control.  This came at an additional project delay cost of $250,000 which was

directly incurred by the City.

· South Fraser Perimeter Road (SFPR)

o During design discussions for the SFPR, the City was advised by an engineering

consultant that the TMP crossing of the SFPR required an additional $1M in lightweight fill

and associated design costs to avoid settlement on the pipe.

· King Road near 139
th
 Street

o The existing TMP crossing under King Road near 139th Street is a suspended-form timber

piled support structure. The structure was constructed by the City when King Road was

established to minimize pipe settlement, as there was an existing Metro Vancouver

concrete siphon located below the TMP. In October 2011, significant settlement was

observed of the TMP resulting from the failure of several support structure brackets.  The

City absorbed the costs of reinstating the existing support structure at a price of $391,000,

This additional cost could have been avoided if KM designed the pipeline to accommodate

a future road above it.

3.1.4 Township of Langley

The TMP was constructed in the 1950’s north of Highway 1 in an SE-NW direction.  At the time, the vast

majority of the pipeline was located through rural areas.  The Township of Langley has the fastest (by

percentage) growing population in the region, with the western part now fully developed but the eastern part

still consisting mostly of rural properties.  Approximately 75% of the Township’s properties are located

within the Provincial Agricultural Land Reserve.  The proposed TMX is proposed to run parallel along the

existing TMP until it reaches the developed areas (±217A Street) where it heads north to the rail tracks after

which it runs parallel to the rail tracks through the industrial area of Langley and in the City of Surrey.

As most of the development of Langley occurred after the pipeline was constructed, Langley has not had to

replace ageing infrastructure yet.  However, more recently, the Township has experienced a number of

impacts and delays related to operations and maintenance activities such as tree planting, ditch cleaning,

and road paving.
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Specifically, on several occasions Kinder Morgan has caused delay and cost to the Township in relation to

activities that lie beyond the 30m safety zone or that are not of a nature that require a permit from KM under

the legislation:

· The Township was reported to the NEB by KM for undertaking surface milling and paving activities

(less than 300mm depth) near the TMP due to concerns with vibrations;

· The Township was reported to the NEB by KM for not waiting for a permit to perform ditch cleaning,

even though the proposed activity was approximately 180 metres away from the TMP;

· The Township was reported to the NEB by KM for undertaking tree removal which was damaged

due to a car accident.  After prepping the tree pit using shovels, the new tree was planted without

using machine operated excavation.

As the Township continues to grow (expected to reach a population of 211,000 by 2041) it will require the

necessary infrastructure to service the increase. The Township is concerned that the impacts and delays

will continue to increase.

3.1.5 City of Abbotsford

Due to its eastern location, the City of Abbotsford has not developed as quickly as the more westerly Lower

Mainland municipalities, and retains much of the of the rural land usage that was common to the entire

pipeline route  when the TMP was installed in the 1950’s. Abbotsford is also home to the TMP Sumas

Pump Station and Terminal, where a leak was discovered in 2005. A summary of the information collected

from the City is provided below.

· The City performs maintenance on their ditches every year. To clean ditches, several crossings of

the pipeline are organized ahead of time to make the permitting process less time consuming.

Each permit does not take a large amount of time, but it is estimated that two hours of permitting is

required for each session of ditch cleaning.

· Where maintenance near the TMP is required, the ditches must be dug out by hand.

· The City estimates that ditch cleaning costs around the TMP rises to approximately $20-25

per metre due to increased mobilization, communication and permitting activities.  Normal

ditch cleaning costs are typically $1.00 per metre.

· The City has constructed a road over the TMP.  The City was required to allow TMP staff time to

recoat and inspect their pipeline while it was uncovered, resulting in a significant delay in the City’s

schedule.

· A TMP break occurred in Abbotsford. The pipeline was installed in a peaty area and a property

owner continued to add fill above the pipeline apparently with KM approval.  Odour complaints were

received by KM; however their further investigations did not detect any leaks. Eventually the City’s

fire department investigated and discovered the leak.
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3.2 SOURCES OF ADDITIONAL COST

AE determined that the municipalities were being impacted by both direct and indirect costs:

· Direct costs involved a visible, measurable cost including those associated with permitting, design

and construction. These costs were generally associated directly with a single maintenance

incident or construction project.

· Indirect costs were generally associated with the overall operation of the municipalities with respect

to municipal infrastructure in the presence of the TMP. These costs included risk mitigation, as well

as additional administration and coordination costs.

3.2.1 Permits, Notifications & Location Services

The municipalities and KM both consider public safety as paramount. The municipalities recognize that all

notification and location procedures are necessary, and that good communication between parties is crucial

to minimizing risk. Municipalities spend significant time, effort and money in developing these

communication protocols.  While many of these costs are inherent with day to day operations, KM’s

permitting and notification requirements result in significant costs and delays.  The costs below are

specifically associated with the coordination of work and discussions with KM (including permits) prior to the

commencement of onsite work. Information regarding permitting was taken from Kinder Morgan

documentation, as discussed in Section 2.1.

Kinder Morgan permit requirements state that “any person performing work that disturbs the ground surface
in any way whatsoever within a Kinder Morgan Canada (“KMC”) right of way or the 30 metre (100 feet)
safety zone surrounding the Pipeline must call the applicable One Call centre listed below at least 3
business days prior to commencing the ground disturbance and meet the following procedures before
proceeding with the ground disturbance.”1

The background review revealed that KM is notified by BC OneCall of any intended ground disturbance

within 100 m of any pipeline, at which point KM will verify the ground disturbance location and contract the

responsible party to confirm site details and timing.  Should KM determine that “the ground disturbance may
be within 30 metres (100 feet) of the Pipeline, within the right of way, or may, in some other way affect the
Pipeline, the KMC inspector will ask the responsible party to arrange a site meeting.”  Before any ground

work begins within 30 m of the pipeline, KM requires that a KM inspector must issue a ground disturbance

permit; this permit must be kept on site at all times during the work.

KM also requires completion of a formal permitting process for all new works within or across a ROW

and/or pipeline.  This permit is referred to as a Pipeline Proximity Installation Permit and includes

submission of a drawing package and formwork.  This work is usually completed by a consultant, as such

work is usually associated with an element requiring some level of design.

1 Ground Disturbance Pipeline Protection Requirements.  Kinder Morgan Canada Inc, May 2010.

http://www.kindermorgan.com/pipelinesafety/Ground_Disturbance_Requirements.pdf .  Accessed November 3, 2014.
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Before construction can begin within the ROW itself or within the 30 m safety zone, KM requires that KM

representatives must be on-site to identify the ROW.  The municipality provides a representative during the

ROW identification, and also for a KM meeting regarding construction in the area.

KM’s Ground Disturbance Pipeline Protection Requirements document provides information regarding the

required methods of construction for work around a pipeline.  The requirements include the following:

· All work with power operated equipment within 5 m of the pipeline requires that the pipe be

exposed by hand digging or hydrovac in at least one location, with additional locations at the

discretion of KM.

· All ground disturbances with 0.6 m of either edge of the pipeline must be performed through

hydrovac or hand digging.

In AE’s analysis, the following assumptions were made with respect to additional cost from permitting and

location services:

· A Ground Disturbance Permit (GDP) will be initiated and completed for all ground disturbances

within the safety zone.

· A Pipeline Proximity Installation Permit (PPIP) will be initiated and completed mainly by a

consultant, with assistance from the municipality, for all works crossing the pipeline.

· Work done by the municipality with respect to ROW identification and KM required site meetings

will be done by a contractor.

· Municipalities will use hydrovac for all work within 0.6 m of the pipeline, and to locate the pipeline at

one location when work is done within 5 m.  Work to be done at standard hydrovac supplier rates.

KM rarely requires permits for work outside the 30 m safety zone, however, such occurrences have been

reported.  For this study, it has been assumed that permits will not be required outside the 30 m safety

zone; however it is worth noting that there would be additional cost to the municipalities should KM require

permits for work other than for which they already do.

3.2.2 Design Requirements

KM supplies municipalities and consultants with a document which provides design and construction

guidelines for infrastructure near the KM pipeline.2 KM specifies design criteria such as crossing angles,

pipeline clearances, depth of cover and location of facilities and infrastructure.  More detail can be found in

the background review in Section 2, and in Appendix B.

In designing around the TMP, designers must not only meet the design criteria specified in the KM

documentation, but must also assess the need for additional studies and geotechnical work. The following

assumptions were made with respect to additional cost from design requirements:

2 Design and Construction Guidelines for the Installation of Facilities in proximity of Kinder Morgan Canada Operated Pipelines and
Rights-of-Way. Kinder Morgan Canada Inc, December 2011.

http://www.kindermorgan.com/pipelinesafety/DesignConstruction_guidlelines.pdf .  Accessed November 3, 2014.
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· Design work is to be completed by a consultant

· Design will meet KM’s requirements as stated in the available literature

· There is no clarity in which design criteria takes precedence if there is a conflict.

For example, installing a gravity sewer underneath the pipeline will result in cost impacts in design due to

planning, deeper excavations, new force mains, new pump stations and additional utilities to supply the

facilities.

The design requirements for work around the TMP vary based on the type of infrastructure being designed.

Assumptions and design criteria specific to different types of infrastructure can be found in Section 3.3.

3.2.3 Construction Requirements

KM requires that infrastructure meet certain criteria in order to be considered adequate for installation in or

across a TMP ROW, and also provides criteria for the methods of construction of such works.  Costs in this

section are associated with the additional requirements for construction set out by KM.

KM provides contractors and/or municipalities with a list of equipment which may cross the ROW without

the use of a temporary crossing structure, such as a bailey bridge.  Any equipment not listed must be

approved by KM before travelling across the pipeline or ROW.

Additional costs are borne by the municipalities because KM installs its pipe at shallow depths. This forces

municipalities to install their utilities under the pipeline to meet KM vertical clearance requirements,

requiring additional effort and cost for trenching, shoring, corrosion protection, site footprint, finishing and

dewatering.

3.2.4 Delay

A significant cause of cost to the municipalities can be attributed to delays caused directly or indirectly by

the TMP.  Direct delay costs occur each time that the municipalities are required to meet KM’s requirements

regarding permitting and construction, or should KM not respond in a timely manner.

Municipalities have generally built the three day waiting period for a KM inspector into their project planning.

However, in the case of an emergency, a KM inspector is generally not available immediately, and there

can be a delay in completing the work.  Although the municipalities are now absorbing the permitting costs

as a part of their day to day activities, the cost for permitting remains an additional cost that can be

attributed to the presence of the TMP or TMX.

KM has also demonstrated in the past that it uses all opportunities when its pipe is exposed to inspect and,

if necessary, recoat the pipeline.  This often causes a delay in the construction schedule, and can hold up

an entire construction crew for a period of time.   As well, extension of the estimated time line can affect
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construction schedules and lead to requests for compensation.  An example of this can be seen in the

Surrey 156
th
 Street Underpass project, described in Section 3.1 above.

The cost of delay is difficult to estimate, as the costs are a result of many factors which cannot be predicted.

The length of a delay is dependent on factors such as the type of project, the availability of KM staff, the

speed of KM contractors and decisions made by KM regarding the treatment of its pipeline.

3.2.5 Administration & Coordination

While the municipalities have accounted for scheduling KM requirements into their project plan, there is still

an additional cost associated with the additional administrative work done internally.  These costs can be

attributed to the additional internal time taken to process the additional design and construction

requirements, additional time coordinating staff around delays associated with the TMP and any additional

document handling time including filing, phone calls, and project management.

Like delays, the additional cost of administration and coordination associated with the TMP is difficult to

estimate, as the costs are a result of many different factors.  As noted earlier, the City of Surrey estimated

that additional coordination and administration accounts for an additional 1% on all construction projects

around the TMP.  Based on AE’s experience, this estimate is reasonable.

3.2.6  Risk Mitigation

Additional risk is borne by both the municipalities and their contractors when completing work around the

pipeline.  The City of Surrey noted that it obtains additional insurance each year to cover municipal crews

for work near the pipeline.  It is reasonable to assume that contractors working for the municipalities would

be expected to obtain the same insurance to protect themselves.

Additional risk occurs if the municipalities cannot address emergencies immediately, and must delay repair

due to KM’s requirement to wait for KM approval.  In the case of a water main break, these delays may

cause the municipality to leave residents without water. In the case of a pothole, the municipalities risk

profile increases if a large potholes are not repaired immediately.  The costs of these risks are difficult to

quantify as they are circumstantial, however, there is some cost associated.

3.3 INFRASTRUCTURE IMPACTED BY THE TMP

In order to apply the sources of additional cost to the municipalities, the impacted municipal infrastructure

was grouped into the following headings:

· Buried utilities

· Traffic infrastructure

· Overland drainage

Additional information is provided in the sections below.
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3.3.1 Buried Utilities

For the purposes of this study, three “types” of buried utilities were considered: water, sanitary and storm.

While it is understood that each type of buried infrastructure has a different purpose, the design and

construction practices for each are very similar. Grouping these utilities as noted here avoided unnecessary

over complication of the study. These utilities could then be categorized as follows:

· Small sized utilities – piping smaller than 300 mm in diameter

· Medium sized utilities – piping between 300 and 600 mm in diameter

· Transmission mains – piping larger than 600 m in diameter

For each size category, all utility pipe appurtenance costs were included with the pipe itself (ie. valves and

manholes have been considered as part of the pipe and not evaluated separately).

In order to determine the costs associated with operations, maintenance, and construction of buried

infrastructure, it was necessary to evaluate the activities for TMP impacts.  The regular O&M activities

evaluated for buried infrastructure included:

· Pipe repairs

· Manholes/valves/catchbasins/hydrants replaced or repaired

· Exercise valves

· Flushing

· Swabbing/jetting

· Chemical addition

· Pressure test

· Operate hydrants

· Unidirectional flushing

For design and construction for O&M, replacement and new capital works, the following assumptions were

made:

· Designers need to account for the horizontal and vertical separation requirements, as well as

consider additional appurtenances which may provide better access to the infrastructure.

· Buried utilities are installed at a greater depth due to the TMP clearance requirements, resulting in

additional costs associated with a deeper trench.

3.3.2 Road Infrastructure

In urban centers, roadways take up a large portion of the ground surface area.  Roads require operations

and maintenance to operate as designed, and are a key piece of infrastructure in well-functioning cities.

Provincially owned highways have been excluded from this analysis.

For the purposes of this study, five “types” of road infrastructure were considered.  It was assumed that

sidewalk and boulevard costs were included in all roads, with the exception of rural roads.

· Rural roads – unpaved roads of any width
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· Ramps and connectors - these roads are paved, one lane, approximately 5 m wide

· Local Roads – these roads are paved, two lanes, approximately 10 m wide,

· Arterial Roads – these roads are paved, four lanes, approximately 20 m wide (includes a median

and bike lanes)

· Major Boulevards or Roads – these roads are paved, 6+ lanes, minimum 30 m wide (e.g. United

Boulevard in Coquitlam)

In order to determine the costs associated with operations and maintenance of road infrastructure, it was

necessary to evaluate the activities for TMP impacts.  Typical O&M activities may include:

· Inspection

· Sweeping

· Resurfacing

· Replacing signs

· Shoulder grading

· Grinding ruts

· Pothole repair

· Pavement marking

· Crack repair

· Guardrail repair

· Curb & gutter repair

· Sidewalk repair

· Snow removal

· De-icing

· Sand application

· Noise wall repair

· Mowing boulevards

For design and construction for O&M, replacement and new capital works, the following assumptions were

made:

· Designers need to account for the horizontal and vertical separation requirements, as well as

consider additional design elements, such as modified backfill or weight impacts, to meet KM’s

requirements for road infrastructure around the TMP.

· For all areas of road located over the TMP, it was assumed that road reconstruction would require

re-bedding of the TMP, at the cost of the municipality, as is currently required.

3.3.3 Overland Drainage

For overland drainage, additional costs are expected in ditch cleaning activities, where KM notification and

a ground disturbance permit is required before work can commence.  Where total ditch reconstruction



3 - Benchmarking Additional Costs

3-11

projects are implemented, costs were limited to permitting and TMP location, as these tasks are responsible

for the majority of the additional costs of the replacement.

3.4 OTHER FACTORS ASSOCIATED WITH ADDITIONAL COST

Other less typical but potential factors were also identified as additional costs, such as poor soils or

geotechnical conditions, high traffic areas, high value property areas and additional instances of incurred

additional cost. These are discussed further in the following sections.

3.4.1 TMP Relocation

In the past, there have been instances where a relocation of the existing TMP is required in order to

construct new municipal infrastructure.  In these cases, KM has allowed for the pipeline to be moved,

however, doing so is at the cost of the municipality or construction project owner.  KM will relocate its

pipeline using a contractor of its choice, and will then require repayment of the entire cost from the

municipality or project owner.  In this case, the municipality or project owner has no control over the pipeline

relocation construction, but is required to pay for the work.  For example, Surrey’s 156
th
 Street Underpass

(see Section 3.1.3).

3.4.2 TMP Pipeline Inspection and Recoating

Through discussions with the subject municipalities and review of KM’s own documentation, it was

discovered that KM will take any available instance to inspect and, if necessary, recoat its exposed

pipelines.  While KM generally bears the cost of these activities, the effects of the associated delay

(schedule and cost) are the responsibility of the municipality.

3.4.3 Poor Soil Conditions

The primary conflict involving soils between the TMP and municipal systems in the Lower Mainland is with

respect to transportation infrastructure.  In areas where buried utilities are on piles but the road structure is

not supported, differential settlement tends to occur. In situations where the TMP crosses roads or

highways, unwanted "speed bumps" begin to take form, where the road rises or sinks, and the pipeline

remains relatively stationary. These occurrences increase maintenance requirements along the roads, as

well as decrease the life expectancy of the road to seven years instead of the 15 to 20 years expected in

these areas.  The City of Surrey, in particular, has had to replace lengths of road where these "bumps"

occur every seven years. Road replacement also occurs where the pipeline runs underneath the road or

sidewalk. Some consideration could be given to KM to build the full road base structure to the same

standards expected for the pipeline, and offset some municipality costs.
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3.4.4 Future Infrastructure

The existence of the TMP and TMX will impact future design and construction projects.  While difficult to

quantify, additional costs will be associated with adjusting designs to account for the existence of the

TMP(s), and may appear as the requirement for a sewage lift station in a location which would not require

one otherwise.  Future planning for the municipalities was reviewed to estimate these costs to each of the

municipalities.

3.5 SCENARIO COST DEVELOPMENT

Scenario cost development focused on the specific tasks and associated costs that arose when dealing

with the operation, maintenance and construction of municipal infrastructure around the TMP.  This

included identification of the municipal tasks impacted by the presence of the TMP, an evaluation of those

impacts, including resulting costs, and the costs required to mitigate these impacts.  Information collected

from the municipalities and good engineering judgement was combined in order to populate the estimated

costs.

From the benchmarking process, the following scenario costs were created. Note that the actual costs for

each “incident” are based on factors such as location (relative to pipeline) and type of infrastructure

impacted (including size and material).  Table 3-1 is a summary of additional cost ranges for each type of

incident from detailed information found in Appendix C.
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Table 3-1
Benchmarked Scenario Costs

Scenario Unit
Estimated Additional

Cost per Unit

Operations & Maintenance

Buried Infrastructure

Within Safety Zone Per incident $360

Within ROW Per incident $2,610 - $2,960

Crossing TMP Per incident $4,610 - $6,410

Road Infrastructure

Within Safety Zone Per incident $360

Within ROW Per incident $2,010

Crossing TMP Per incident $2,010

Surface Drainage

Within Safety Zone Per incident $360

Within ROW Per incident $2,010

Crossing TMP Per incident $2,010

Replacement

Buried Infrastructure

Within Safety Zone Per replacement $300

Within ROW Per replacement $25,710 - $26,510

Crossing TMP Per replacement $28,010 - $30,480

Road Infrastructure

Within Safety Zone Per replacement $300

Within ROW Per replacement $24,150

Crossing TMP Per replacement $55,350 - $117,740

In addition to the costs above, municipalities spend more money replacing roads before the end of their

typical useful life where poor soils exist.  Road infrastructure is particularly vulnerable to settlement and

requires replacement more often when installed over the TMP in an area of poor soils.  Table 3-2 provides

estimated costs for early replacement of road infrastructure.
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Table 3-2
Additional Costs to Replace Road Infrastructure in Poor Soils

TGravel 1 Lane 2 Lane 4 lane 6 Lane

$115/m
2

$207/m
2

$173/m
2

$161/m
2

$150/m
2

Municipalities are also subjected to both project-specific and annual costs associated with operating,

maintaining and constructing capital projects around the TMP.  These additional costs include:

· Project specific costs:

· Installation of the TMP is estimated at $5,200 to $6,000 per metre

· For relocation of the existing TMP, the cost will be two to three times the installation cost of

the pipeline, ranging from $10,400 to $18,000 per metre, dependent on the details of the

relocation

· The following annual costs:

· Administration and coordination costs equal to 1% of yearly additional costs

Based on the information collected during the benchmarking phase of the study, a number of likely future

construction projects were evaluated to determine the estimated total additional cost to the municipalities

due to the presence of the TMX.  Table 3-3 below provides a summary of some of the likely future costs.
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Table 3-3

Estimated Additional Cost for Future Construction Projects

Urban Settings

Proposed Project
Projected Sources of Additional

Cost
Additional Cost Total

Small Water Main

· perpendicular crossing of TMX

· TMX does not require relocation

Permits, Notifications & Location
Services  $ 4,500

$ 41,000

Construction Requirements  $ 3,500

Design Requirements (15%)  $ 600

Risk Mitigation (Insurance)  $ 20,000

Administration & coordination  $ 300

Contingency (40%)  $ 11,500

Small Water Main

· perpendicular crossing of TMX

· TMX must be raised/lowered
due to water main alignment, for
a length of 20 m

Permits, Notifications & Location
Services  $ 4,500

$371,000

Construction Requirements
(TMX Rebedding)  $ 45,500

Design Requirements (15%) $ 6,900

TMX Relocation (20 m length) $ 185,500

Risk Mitigation (Insurance) $ 20,000

Administration & coordination $ 2,700

Contingency (40%) $ 105,000

Storm Trunk Main

· perpendicular crossing of TMX

· TMX does not require relocation

Permits, Notifications & Location
Services $ 4,500

$53,000

Construction Requirements $ 10,900

Design Requirements (15%) $ 1,700

Risk Mitigation (Insurance) $ 20,000

Administration & coordination $ 400

Contingency (40%) $ 14,900

Storm Trunk Main

· perpendicular crossing of TMX

· raising/lowering of TMX does
not meet requirements for
clearance, unreasonable to
assume TMX be relocated
completely

· additional infrastructure required
to modify storm trunk alignment
(pump house, pond, etc.)

Permits, Notifications & Location
Services $ 4,500

$4,917,000

Construction Requirements $ 10,900

Additional storm infrastructure
required $ 3,000,000

Design Requirements (15%) $ 451,700

Risk Mitigation (Insurance) $ 20,000

Administration & coordination  $ 34,900

Contingency (40%)  $ 1,394,900
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Proposed Project
Projected Sources of Additional

Cost
Additional Cost Total

2 Lane Road Widening (to 4 lane)

· perpendicular crossing of TMX

· TMX does not require relocation

Permits, Notifications & Location
Services $ 4,500

$ 112,000

Construction Requirements (TMX
Rebedding) $ 42,000

Design Requirements (15%) $ 6,300

Delay Costs $ 6,600

Administration & Insurance $ 20,800

Contingency (40%) $ 31,800

2 Lane Road Widening (to 4 lane)

· perpendicular crossing of TMX

· TMX requires lowering

Permits, Notifications & Location
Services $ 4,500

$ 706,000

Construction Requirements (TMX
Rebedding) $ 85,200

Design Requirements (15%) $ 12,800

Delay Costs $ 6,600

TMX Relocation (40 m length) $ 371,000

Administration & Insurance $ 25,100

Contingency (40%) $ 200,100

2 Lane Road Widening (to 4 lane)

· TMX runs parallel to existing
road and will be covered by road
surface

· TMX requires lowering and
rebedding for the length of the
pipe (1000 m)

Permits, Notifications & Location
Services $ 4,500

$ 4,349,000

Construction Requirements (TMX
Rebedding) $ 1,420,000

Design Requirements (15%) $ 213,000

Delay Costs $ 6,600

TMX Relocation (1000 m length) $ 1,420,000

Administration & Insurance $ 50,900

Contingency (40%) $ 1,233,700

Underpass/Overpass
Construction

· perpendicular crossing of TMX

· TMX requires lowering

Permits, Notifications & Location
Services $ 4,500

$ 1,490,000

Construction Requirements (TMX
Rebedding) $ 85,200

Design Requirements (15%) $ 12,800

Delay Costs $ 6,600

TMX Relocation (100 m length) $ 927,500

Administration & Insurance $ 30,600

Contingency (40%) $ 422,700
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4 Analysis

The following analysis projects the overall additional cost per municipality related to the presence of the

Trans Mountain pipelines using parameters defined in the earlier benchmarking process.  This required

further identification of impacted infrastructure using GIS in each municipality, then applying the

benchmarked costs to each impacted component.

4.1 GIS MAPPING

As part of this study, each municipality provided detailed database inventories of their existing

infrastructure. Following some compilation, the existing TMP and proposed TMX alignments were then

added to the database.  These alignments, along with the municipal infrastructure databases, were used to

quantify infrastructure along the pipeline paths which currently is impacted by the TMP, and which would

likely be impacted by the TMX.

4.1.1 Identification of Impacted Infrastructure

The following data processing procedure was used to process the information for all municipalities.

4.1.1.1 Buried Utilities

Existing and proposed pipeline alignments were extracted from Trans Mountain alignment PDF sheets

obtained online through the Kinder Morgan application to the NEB. These alignments were then digitized

manually and geo-referenced. Where TMX or TMP alignment was not available or yet to be defined, the

information was then sourced from the municipality or through air photo interpretation. We understand that

the TMX routing is not finalized. The results presented here are based on the pipeline route as proposed in

October 2014.

Using the existing and proposed alignments, “zones of concern” files were created:

· Red – An 18m pipeline ROW - defined by KM (further divided into 5m and 9.1m to identify different

permitting and excavation requirements)

· Yellow – The 30m Safety Zone - identified for permitting by KM

· Green - 100m Contact Zone - These would be used to calculate infrastructure occurrences within

those distances from the proposed and existing pipelines.
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Where the pipeline is to be twinned (ie. Abbotsford), AE expanded the “red zone” to equal 9.1 m on either

side of each pipeline.  Although KM has stated in its application that it plans to install the TMX within the

same ROW where possible, and it does not plan to expand the ROW, many of KM’s requirements are

related to the distance from the pipeline, rather than the defined ROW edge.  For this reason, the “red zone”

often was greater than 18.2 m along the twinned portions of the study.

Figure 4-1 – Example of Impact Zones in GIS or Orthophotos
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A “red zone” was also added to the entire length of the TMX route, even though the TMX route follows

many existing infrastructure ROWs in the more urban areas, and it is unlikely that KM will own the ROW for

these sections.  The municipalities are aware that the red zone along the TMX route will likely be comprised

of both KM ROWs and road/utility allowances owned by others, such as the municipalities themselves, but

without a detailed assessment of legal ownership of the proposed pipeline route, it was difficult to determine

which sections would require a KM ROW and which would be installed within existing road allowance.

Once the base layers required for the analysis were created, they were intersected with the data provided

by each municipality.  Using ArcGIS Model Builder, a model was created to iterate through each dataset

intersecting the municipal data and creating the line or points. This process created new spatial data files

that represent the intersection of the lines and zones with each of the municipal layers. The corresponding

results were then queried and exported to spreadsheets for analysis.

4.1.1.2 Roads

Roads were handled differently, as the TMP or TMX did not always cross roads, but were equally impacted

because of their adjacency. The GIS road data supplied by the municipalities consisted only of a road

centre line. All road width data was only included in the database, or assumed based on class of road,

These road classifications and design parameters vary by municipality, or parts of a municipality. A

procedure was therefore undertaken to determine the areal impact of the TMP/TMX permit zone, and

effectively determine the additional cost impacts due to the presence of the existing or proposed pipeline:

· Intersections: A simple crossing of the centre lines. By totalling the number of crossings and

multiplying by a typical unit construction cost per project or O&M unit cost per incident (similar to

buried utilities above), the additional costs for road projects for each intersection in the community

could be determined.

· Adjacent road and pipe: There are many instances where roads are impacted by the TMP.

Additional costs to conduct O&M or replace a road were determined on a per square metre basis

for different levels of KM’s permitting requirements. A conversion was required to create a road

surface knowing the number of lanes in the road (See table 4.1).  Both the road surface and the

TMP permit zone surfaces were overlaid, resulting in areas of impact under each condition.

All data was then exported to a database by municipality. All information is available in Appendix D (Table

Dx.1 for each municipality).  Figures 4-2 and 4-3 provide examples of the road zones and buried utilities

intersecting with the KM pipelines.
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Table 4-1
Road Buffer Widths

Number of Lanes Road Line Buffer Width

(metres on either side

of line)

Represented Road

Width (m)

1 2.5 5

2 5 10

3 7.5 15

4 10 20

5 12.5 25

6 15 30

Tables 4-2 and 4-3 below summarize the infrastructure for each municipality which is currently impacted by

the TMP, and which will be impacted by the route of the proposed TMX.  The information included in these

tables was extracted using the GIS mapping and identification method described above.  In some cases,

information was not available within the database; this has been noted in the tables below.
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Table 4-2
TMP Impacted Infrastructure by Municipality

Municipality Buried Infrastructure Road Infrastructure Overland

Drainage

TMP

Crossings

Length of

Utilities in

Safety Zone

(m)

TMP

Crossings

Area of Road

Infrastructure

in Safety Zone

(m
2
)

TMP

Crossings

Burnaby 304 19,500 125 53,890 17

Coquitlam 887 22,669 125 45,022 7

Surrey 702 28,120 54 60,271 75

Township of Langley 195 7,650 74 47,384 61

Abbotsford 112 5,513 51 43,610 108

Totals 2200 85,452 429 250,177 268

Table 4-3
TMX Impacted Infrastructure by Municipality

Municipality

Buried Infrastructure Road Infrastructure
Overland
Drainage

TMX
Crossings

Length of
Utilities in

Safety Zone
(m)

TMX
Crossings

Area of Road
Infrastructure
in Safety Zone

(m
2
)

TMX
Crossings

Burnaby 40 10,484 21 64,588 8

Coquitlam 149 12,562 14 38,094 9

Surrey 39 4,813 11 20,252 25

Township of Langley 37 4,674 21 17,577 39

Abbotsford 58 4,907 48 38,020 108

Totals 323 37,440 115 178,531 189
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4.1.2 Poor Soils

Soils and geotechnical characterization are normally reserved for design discussions. However, certain

soils properties impact the overall design of the TMX.

The municipalities have identified poor soils as an issue in many of their descriptions of infrastructure

impacts in this study. “Poor” soils in these municipalities can more broadly defined as "peaty" soils; those

with extreme clay conditions; or areas where landfills with non-homogeneous soils properties are prevalent.

The concern for the municipalities is in the varying approaches to design criteria between the TMX and

municipal infrastructure. The municipalities have taken the general approach that infrastructure is

constructed within native conditions, whereas an oil transmission main is design for minimal flexibility and

increased strength. These differences often show where a transmission mainline is constructed on piles or

the strength is increased to resist movement, whereas municipal infrastructure is not. This leads to

instances where roads and highways have “bumps” because the road has dropped in an area and the TMP

has not. This has reduced the life expectancy of the municipal roads significantly.

The municipality understand that the costs of the TMP crossing for the South Fraser Perimeter Highway

were impacted significantly with the need to use lightweight fill where peat soils were encountered. These

costs were significantly higher than a typical installation.

Soil information for the study area was obtained by overlaying the TMX alignments onto Ministry of

Environment (MOE) Soil Maps (2013) for the Greater Vancouver and Fraser Valley regions.  The basic soil

mapping unit used was the soil series, consisting of soils derived from a similar kind of parent material

which have soil profiles, textures, and soil moisture characteristics that fall within a narrow, defined range.

The descriptions for each soil series were provided in the database file linked to each soil mapping unit as

well as accompanying soil reports (Luttmerding 1984).

To determine the occurrence and areal extent of organic deposits (“peaty” soils) in the study area, the soils

database file was queried to determine soil mapping units that have been classified as organic according to

the Canadian System of Soil Classification (Soil Classification Working Group 1998). Organic soils

identified in the project area included:

· Typic Fibrisols (TY.F),

· Typic Mesisols (TY.M), and,

· Typic Humisols (TY. H).

In addition to this soil layer, a soil map layer was created for the old Coquitlam landfill on the proposed TMX

alignment along United Boulevard. It is assumed that this area will have non-homogeneous geotechnical

conditions similar to the peaty soils, and that Kinder Morgan will provide similar additional pipe stabilization

(piles) as part of their installation.

Using the GIS soils layer and municipality-supplied infrastructure layers, values were collected for the

amount of road infrastructure for each municipality impacted by the pipelines and located in an area of poor

soil.  Table 4-4 summarizes this information.
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Table 4-4
Road Infrastructure Likely to be Impacted by Poor Soils

Municipality
Area of Road Infrastructure

Located in Poor Soils and over
TMP/TMX  (m

2
)

TMP Impacted

Burnaby N/A

Coquitlam 375

Surrey 592

Township of Langley 430

Abbotsford 241

TMX Impacted

Burnaby N/A

Coquitlam 2,677

Surrey 305

Township of Langley 305

Abbotsford 221

4.2 APPLICATION OF SCENARIO COSTS TO EXISTING INFRASTRUCTURE

A challenge in this study was establishing a time period over which to examine the impacts of the TMX. The

life expectancy of the TMX will span beyond the normal planning horizon of all of the municipalities

(typically 10 or 20 year plans). For this reason, the project team decided an annualized cost approach

would be the most effective for determining operation, maintenance and replacement/construction costs.

These annual costs could then be extrapolated easily to provide longer term costs beyond the

municipalities’ 10 or 20 year plans. The annualized costs are determined in the benchmarking exercises

from actual annual costs from past work around the TMP, in addition to single “events” that have occurred.

Cost impacts were calculated using the unit costs produced during the benchmarking exercise, and applied

to the GIS ‘count’ of each municipality’s infrastructure.  Operating and maintenance costs were based on

information provided by the municipalities, and were calculated based on what percent of the utility would

be subjected to an O&M activity on an annual basis.  Replacement costs were calculated by assuming that

all existing infrastructure would be replaced over its expected useful life.  Once the cost for the replacement

of the entire infrastructure system was calculated, it was manipulated to determine an equivalent annual

cost.
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Application of the scenario costs to the TMP route was done based on the same assumptions and

regulations/requirements used to develop the costs, including documented requirements for horizontal and

vertical clearances.  A review of the KM application to the NEB for the TMX identified that KM plans to

modify a number of its documented requirements for the TMX installation, mainly with respect to horizontal

and vertical clearances between the TMX and existing facilities.  Table 4-5 below identifies some of the

differences between KM’s requirements for other facility installation, and the TMX installation plan.

Table 4-5
Comparison of Facility Requirements for TMP and TMX

Facility Requirement
TMP

(KM Crossing Requirements)
TMX

(NEB Application)

Parallel Facilities
Minimum 1.5 m clearance
between parallel facilities in road
allowance

Minimum 1.0 m clearance between
existing facilities and proposed
TMX alignment

Clearance Between Adjacent
Facilities

Adjacent facility must be installed
a minimum of 0.3 m below the
existing TMP

TMX to be installed with a
minimum clearance of 0.3 m in
rural areas and 0.7 m in urban
areas, where practical

Facility Crossing Depth
Facility must be installed under
TMP

Not directly specified

Installation of other facilities
No provision for additional facility
protection provided

A precast slab is to be installed
between the TMX and adjacent
facility in some locations

Although the planned clearances differ between the TMP and TMX, AE did not modify the benchmarking

costs to account for these changes.  This choice was made based on the unclear and sometimes conflicting

information regarding installation of the TMX around existing municipal facilities and infrastructure with

regard to depth and installation of the slab, and the assumption that after installation of the TMX,

facility/infrastructure owners would be required to abide by the same requirements as they currently are for

the TMP.  A detailed analysis of the crossing depth and clearance of each facility/infrastructure along the

proposed route was outside of the scope of this report.  AE believes that this assumption is reasonable for

this study.
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It is important to note that locations where the pipeline was twinned and those where the TMX route

deviates from the existing TMP route were treated the same.  In each case, both the TMP and TMX were

counted as crossings, and the 30 m zone was extended out from each.  We note that in locations where the

existing route is proposed to be twinned, some of the impacts could be reduced because of the ability to

combine permitting, locating, design and construction services.  AE chose to complete the assessment this

way so to not provide a “discount” for locations along the proposed TMX route where the TMP already

exists.

Additional information regarding the calculation of the annualized costs can be found in the sections below.

4.2.1 Operations & Maintenance Costs

Operations and maintenance are conducted by municipal staff and is budgeted on an annual basis. For this

analysis, we have identified occurrences where typical O&M operations are impacted by the TMP or TMX

as “Incidents”.

O&M costs were estimated for each municipality using the following information:

· Number of O&M incidents occurring for infrastructure within the area impacted by the KM pipeline

· Additional cost for each O&M incident that occurs, and at each “zone” of impact

While this information was provided by each municipality involved in this study, Surrey and Coquitlam were

able to also provide a specific location tag in their database for over 15 years of data. The following factors

were developed by dividing the number of annual O&M incidents along the TMP route over the total

quantity of impacted utility and road infrastructure:

· 0.12% of buried infrastructure (by length) is impacted annually.

· 0.07% of road infrastructure (by area) is impacted annually.

These numbers were used to project the expected number of incidents for a year for each municipality in

the benchmarking cost exercises in Tables Dx.2 through 5 for each of the municipalities.

For overland drainage, AE chose to base costs on information provided by the municipalities regarding their

ditch cleaning schedule.  Abbotsford and Langley currently clean their creeks and ditches on a six year

cycle. A drainage course cleaning budget was then included for all municipalities assuming 1/6
th
 of the

ditches were maintained annually.

4.2.2 Replacement Costs

Additional cost for replacing each asset was calculated, and then divided by its useful (expected) life to

estimate an approximate annual cost.  It is understood that these costs may not be representative of the
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actual costs of a municipality in a given year; instead they were meant to reflect the annualized average

costs over an indefinite time period.

In each instance for asset replacement, assumptions were made as to the length of buried utility, or area of

road infrastructure, to be replaced at a time.  This was necessary in order to apply “per incident” costs such

as permitting, location of the TMP/TMX and insurance.

· Buried utilities:

· We have assumed that each buried utility asset will require replacement, on average, at

least once during a 50 year period

· Length of replacement is 100 m, regardless of utility type or size

· Roads

· A typical road, including base and asphalt, will be replaced at least once every 40 years

· Asphalt or other surface reconditioning will continue to occur every 10 years

· A typical road, constructed in poor soil, will have a useful life of 15 years

· A typical road, constructed in poor soil, crossing over a TMX or TMP on piles will require a

total rebuild every seven years (to reduce the “hump” effect)

· A length of replacement is 100 m, regardless of road type or width

· Additional costs were attributed to replacement of road surface located directly above the

TMP

4.2.3 Future Projects

Each municipality provided master planning and community planning documents for the period of time they

had available.  AE analyzed the documentation to determine which future projects may be impacted by the

TMP and/or TMX, then used the scenario costs to attempt to estimate the cost impacts on the construction

of those projects.  These municipal plans do not project specific projects beyond 10 to 20 years, therefore,

the municipalities provided some additional information where future projects or expected impacted areas

can be anticipated over the next 40 years. We anticipate that some of the smaller impacts would be

absorbed with the 40 percent contingency factor.

4.2.4 Other Costs

Once the annualized costs for each municipality were calculated, the following costs were added:

· 1% of annual additional costs to account for additional administration and coordination

· A 40% contingency factor has been applied to all estimated construction and O&M costs.

Contingencies are based on a Class 5 estimate for project screening, where the expected accuracy

range is as broad as -50% to 100% (ASTM 2516).
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4.3 MUNICIPALITY SPECIFIC ANALYSIS

Information specific to the analysis for each municipality is included in the sections below. Results of the

analysis have been included in Section 5. Spreadsheets including the details for each municipality can be

found in Appendix D.

4.3.1 City of Burnaby

Similar to the existing TMP, the proposed TMX is intended to terminate in Burnaby.  The mainline will end

at the Burnaby Terminal, and two new 762 mm pipelines will be used to transfer products from that terminal

to the Westridge Marine Terminal.  This dual line system would be responsible for a large portion of the

impact on Burnaby’s infrastructure by the TMX.

The following points summarize the modifications to the approach used to assess the cost impacts of the

TMX through Burnaby:

· It was assumed that all sanitary would be considered small buried infrastructure, and all storm

would be considered medium buried infrastructure. No information was available from the GIS

database regarding the size of the sanitary or storm infrastructure impacted by the TMX.

· The dual NPS 30 lines between Burnaby Terminal and Westridge Marine Terminal were assessed

for cost impact in the same manner as the TMX.  This was done to include these lines within the

scope of this study.

· No soils information was available for the pipeline route.

It should be noted that pipelines will be installed directly below the road surface for a significant stretch (3.1

km) of Hastings Street.  This could have a significant impact on this section of roadway, particularly if the

area is subject to settlement.  Soils information for this area was not available.

4.3.2 City of Coquitlam

The proposed TMX alignment avoids much of the residential areas in Coquitlam, and follows established

municipal road allowances, including a significant portion of United Boulevard. A key area of concern in this

area is related to the old landfill, where roads are already experiencing differential pavement settlement,

likely caused by decomposition of the landfill materials.   The new alignment would pass through these

areas, prompting concerns of road settlement around the pipeline, and requiring the entire area to be

reconstructed more often than it currently is.  The City of Coquitlam has noted that road reconstruction may

be required in the United Boulevard area within the next 20 years.

For Coquitlam, residential services have been included in the analysis and were analyzed using the costs

for small buried utilities.
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4.3.3 City of Surrey

The proposed TMX alignment enters Surrey to the east along Golden Ears Way. The alignment generally

follows proposed Golden Ears Connector and extends through Surrey Bend Regional Park, eventually

crossing the existing CN rail line and recently constructed South Fraser Perimeter Road. The alignment is

then routed up an embankment near residences along the Fraser River before realigning with Highway 17

up to the Port Mann Bridge. The pipeline is routed from Surrey to Coquitlam under the Fraser River, on the

east side of the Port Mann Bridge.

The City of Surrey has expressed concerns with several aspects of the current proposed alignment. The

proposed alignment shows minimal effort to minimize environmental, social or economic impacts to the

community. The alignment particularly avoids BCMOT right of ways and CN Rail, and instead is routed

through the ecologically sensitive Surrey Bend Regional Park. On many occasions, the City has avoided

installing any infrastructure within this environmentally sensitive area.

The City also has also expressed concerns with the proposed alignment through areas of poor soil quality

(particularly peaty soils). The City’s infrastructure is currently designed to specific standards in these areas.

Any additional exposure of this infrastructure to external pipelines through these areas significantly

increases the costs of repair or replacement of the infrastructure.

4.3.4 Township of Langley

In Langley, the TMX route is primarily through agricultural lands. The most developed area of the TMX

route is in the vicinity of the Golden Ears Bridge, where there is significant road and utility infrastructure

owned and operated by the Township.

There are pockets of poor soil along the route of the TMX through Langley.  No detailed project plans are

anticipated in these areas at this time.

4.3.5 City of Abbotsford

For much of the proposed alignment through Abbotsford, the TMX will be twinned with the existing pipeline

and will follow the existing ROW. The only variance where a separation between the two pipes is to occur is

around Matsqui Indian Reserve lands. This is for a very short distance and is beyond City of Abbotsford

jurisdiction. The alignment generally avoids urban areas, and uses the extensive ROW options and routing

over agricultural lands.

Two Abbotsford locations were identified for future underground utilities work along the TMP and TMX

routes:

· At the Gladwin Road location, a 1200 mm diameter water main will be installed

· 200-300 metres west of Gladwin Road a 1050 trunk sanitary sewer is proposed
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With respect to road crossings, the municipality stated that the number of new crossings in the future would

likely be limited to the proposed development area across from the tank farm on Sumas Mountain Road,

and that only two or three new crossings are likely in the foreseeable future.  The City will likely design

future development to limit the crossings of the TMP and TMX, in order to reduce the pipelines’ impact.

4.4 ADDITIONAL COSTS

During the completion of this study, several concepts were identified in which additional cost, not quantified

by the scenarios, could be accrued by the municipalities.   These areas are identified further below.

4.4.1 OneCall Zone

For this analysis, it was assumed that KM will not require permits for work outside the safety zone.

Currently, KM is notified by OneCall every time a OneCall ticket is created for the area within 100 m of the

TMP.  Should KM require permits for work outside 30 m but within 100 m of the pipeline, as some of the

subject municipalities have experienced, costs can be expected to increase significantly.

4.4.2 Concrete Slab

Concerns have been identified that the concrete slab proposed by KM for the TMX would result in additional

costs for the installation and access of buried infrastructure crossing the pipeline.  The KM application to the

NEB is unclear as to the detailed locations of the concrete slabs, and provides drawings for both with and

without slabs.  Other presented options included the possibility of concrete walls around the TMX.  Where

the TMX is installed below existing utilities, this may work for the TMX, however will add complexity and

consequently additional costs to municipalities in instances where the TMX must be relocated for

construction of a new project.  Where the TMX is installed above existing utilities, this may a barrier to

accessing existing utilities, again resulting in additional costs to the municipalities.

4.4.3 Repair of Facilities

AE’s research of other KM crossing agreements outside of the Lower Mainlined found that if the

municipality’s infrastructure requires replacement or repair due to KM accessing its pipelines, that the cost

of repair of the infrastructure will lay 50% with the municipality and 50% with KM.  This agreement results in

the municipalities being partially responsible for repairing roads and buried utilities which are damaged

through no fault of their own. We are not certain at this stage if KM would be looking for similar outcomes in

future crossing agreements with the subject municipalities.
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4.4.4 Currently Unidentified Construction Projects

It is evident that the proposed TMX alignments avoid existing infrastructure and residential areas, where

possible, to decrease their install costs and reduce the initial impact on the municipal infrastructure.

However, as the municipalities grow and develop around the TMX, additional costs will be incurred due to

the operation, maintenance and construction of infrastructure which cannot be predicted at this level of

study. This long term impact is proven by the increased existence and maintenance of municipal utilities

around the TMP in Surrey and in the Township of Langley.

AE used the benchmarked costs to develop estimated additional costs for some potential projects which

would be impacted by the TMX.  These are intended to be conceptual level only, as details such as

location, soil type and design will all impact the actual costs.

4.4.5 Unknown Soil Conditions

At the time of writing this report, AE was not aware of the specific pipeline design criteria for the TMX or the

extent of work that KM performs to enhance geotechnical/soil conditions for its pipelines. The analysis here

used known soils information that is obtained to an accuracy expected from 1:20,000 mapping.  On a job by

job basis, we know that peaty conditions are prevalent throughout the Lower Mainland, and particularly in

the Coquitlam, Surrey and Langley areas. We assume this is part of the contingency applied at this time.
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5 Results

Based on the information gathered as part of this study, and the analysis completed as described in

Section 4, the following conclusions have been reached:

The results in Tables 5-1 below demonstrate:

· The presence of the existing TransMountain Pipeline (TMP) results in $5.0M annually of additional

costs to the five Lower Mainland municipalities to operate, maintain and replace infrastructure they

already have in place:

· $577K (including administration costs and contingencies) of this are additional costs for

simple routine maintenance and repair work;

· $4.4M of additional funds are spent annually replacing of rehabilitating municipal assets to

KM permit standards.

· In the next 50 years, the subject Lower Mainland municipalities will spend an estimated $221M in

additional costs when replacing their infrastructure at the end of its useful life as a result of the

TMP.

· The presence of the future TransMountain Expansion Pipeline (TMX) will result in $1.6M annually

of additional costs to the five Lower Mainland municipalities to operate, maintain and replace

existing infrastructure;

· $350K (including Administration and contingencies) of this are additional costs for routine

maintenance and repair work around the TMP;

· $1.3M of additional funds will be needed to replace or rehabilitate aging municipal assets.

· In the next 50 years, the subject Lower Mainland municipalities will spend an estimated $61.4M in

additional costs to replace their infrastructure at the end of its useful life as a result of the TMX.

· Costs to municipalities will increase as new infrastructure is constructed around the TMX.

The subject Lower Mainland municipalities will inevitably expand as population grows over the next 50

years. These municipalities will require new and higher capacity infrastructure to meet these needs.

Municipalities are already considering projects that either move or avoid the existing TMP, and these costs

will be significant. The municipalities do not have 50 year plans, and therefore we have estimated that each

municipality will need to spend money to move or accommodate the proposed TMX into the future.
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Table 5-1
Summary of Annualized Additional Costs for Municipal Infrastructure

Municipality O&M
1

Replacement
1

Subtotal

TMP

Burnaby $143,600 $1,078,000 $1,221,600

Coquitlam $107,300 $1,505,000 $1,612,300

Surrey $154,200 $1,015,000 $1,169,200

Township of Langley $84,500 $356,000 $440,500

Abbotsford $87,300 $472,000 $559,300

Totals $576,900 $4,426,000 $5,002,900

TMX

Burnaby $77,900 $156,000 $233,900

Coquitlam $116,200 $316,000 $432,200

Surrey $59,800 $260,000 $319,800

Township of Langley $52,000 $204,000 $256,000

Abbotsford $44,500 $292,000 $336,500

Totals $350,400 $1,228,000 $1,578,400

Notes:

1. Includes Administration and Coordination, Risk Mitigation and Contingency (industry practice is 40% for
Class 5 projects)

2. All values in 2014 $.

The subject Lower Mainland municipalities will inevitably expand as population grows over the next 50

years. These municipalities will require new and higher capacity infrastructure to meet these needs.

Municipalities are already considering projects that either move or avoid the existing TMP, and these costs

will be significant. The municipalities do not have 50 year plans, and therefore we have estimated that each

municipality will need to spend money to move or accommodate the proposed TMX into the future. These

future cost impacts are derived using values from the benchmarking exercise and summarized by

municipality in Table 5-2.
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Table 5-2
Summary of Additional Costs to be incurred by the Municipalities over 50 years

Municipality TMX
Future Expected

Projects
Totals

Burnaby $11,700,000 $5,900,000 $17,600,000

Coquitlam $21,600,000 $6,900,000 $28,500,000

Surrey $16,000,000 $1,100,000 $17,100,000

Township of Langley $12,800,000 N/A $12,800,000

Abbotsford $16,800,000 $200,000 $17,000,000

Totals $78,900,000 $14,100,000 $93,000,000

Spreadsheets detailing the results for each municipality can be found in Appendix E. Additional detail on the

costs above for each municipality can be found in the sections below.

5.1 CITY OF BURNABY

The table below summarizes the additional costs associated with the operation, maintenance and

replacement of existing infrastructure in the City of Burnaby, due to the impact of the TMP and TMX.

Table 5-3
City of Burnaby Annualized Additional Costs

Item TMP TMX

O&M Costs
1

$106,600 $54,900

Administration & Coordination $2,000 $1,000

Contingency (40%) $41,000 $22,000

Subtotal O&M $143,600 $77,900

Replacement Costs
2

$764,000 $110,000

Administration & Coordination $8,000 $2,000

Contingency (40%) $306,000 $44,000

Subtotal Replacement $1,078,000 $156,000

Total Annual Additional Costs $1,221,600 $233,900

Combined $1,456,000

Notes

1. From Table E1.1 and E1.3

2. From Table E1.2 and E1.4
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In addition, the TMX, is to be routed through the Lake City Business Centre, where the City of Burnaby has

a long term development plan (the Lake City Area Plan). This area, over the next 30 to 50 years, will

include a significant population increase, resulting in upgrades to current infrastructure including the

extension of the Lougheed-Gaglardi intersection. The estimated overall cost of this project is in the range of

$27M to $32M. The presence of the TMX will result in significant additional costs for this project.

Table 5-4 is an estimate of the additional costs to the City of Burnaby in the long term:

Table 5-4
Burnaby Long Term Development Projects

Proposed Project Projected Sources of Additional Cost
Estimated
Additional

Cost
Total

Lake City Area Plan

Eastlake Road
Reconstruction and
widening (1000 m)

Permits, Notifications & Location Services $ 4,500

$ 4,349,000

Construction Requirements (TMX Rebedding) $ 1,420,000

Design Requirements (15%) $ 213,000

Delay Costs $ 6,600

TMX Relocation (1000 m length) $ 1,420,000

Administration & Insurance $ 50,900

Contingency (40%) $ 1,233,700

Gaglardi/Highway 6
Interchange

· perpendicular crossing
of TMX

· TMX requires lowering

Permits, Notifications & Location Services $ 4,500

$ 1,490,000

Construction Requirements (TMX Rebedding) $ 85,200

Design Requirements (15%) $ 12,800

Delay Costs $ 6,600

TMX Relocation (100 m length) $ 927,500

Administration & Insurance $ 30,600

Contingency (40%) $ 422,700

Long Term Additional Costs (Rounded) $5,900,000
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5.2 CITY OF COQUITLAM

The table below summarizes the additional costs associated with the operation, maintenance and

replacement of existing infrastructure in the City of Coquitlam, due to the impact of the TMP and TMX.

Table 5-5
City of Coquitlam Annualized Additional Costs

Item TMP TMX

O&M Costs
1

$75,300 $82,200

Administration & Coordination $1,000 $1,000

Contingency (40%) $31,000 $33,000

Subtotal O&M $107,300 $116,200

Replacement Costs
2

$1,067,000 $223,000

Administration & Coordination $11,000 $3,000

Contingency (40%) $427,000 $90,000

Subtotal Replacement $1,505,000 $316,000

Total Annual Additional Costs $1,612,300 $432,200

Combined $2,045,000

Notes

1. From Table E2.1 and E2.3

2. From Table E2.2 and E2.4

Since the TMP route currently passes through a developed residential area with many municipal services,

the impact of the TMP is quite high.  The lower annual costs associated with infrastructure affected by the

proposed TMX is due mainly to the reduction of the number of buried utilities and road crossings within the

proposed route.

The City of Coquitlam has plans to reconstruct roads in the United Boulevard area in the next 20 years,

resulting in significant additional construction annual maintenance costs.  The table below summarizes the

additional project costs expected with the projected reconstruction of United Boulevard and adjacent roads

impacted by the pipelines.
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Table 5-6
Coquitlam Proposed Projects

Proposed Project Projected Sources of Additional Cost
Estimated
Additional

Cost
Total

Widening of United
Boulevard

· widening to occur
along 1600m
length

Permits, Notifications & Location Services $4,500

$6,932,000

Construction Requirements (TMX Rebedding) $2,272,000

Design Requirements (15%) $340,800

Delay Costs $6,600

TMX Relocation (1600 m length) $2,272,000

Administration & Insurance $69,200

Contingency (40%) $1,966,400

Long Term Additional Costs (Rounded) $6,900,000

5.3 CITY OF SURREY

The table below summarizes the additional costs associated with the operation, maintenance and

replacement of existing infrastructure in the City of Surrey, due to the impact of the TMP and TMX.

Table 5-7
City of Surrey Annualized Additional Costs

Item TMP TMX

O&M Costs
1

$108,200 $41,800

Administration & Coordination $2,000 $1,000

Contingency (40%) $44,000 $17,000

Subtotal O&M $154,200 $59,800

Replacement Costs
2

$719,000 $184,000

Administration & Coordination $8,000 $2,000

Contingency (40%) $288,000 $74,000

Subtotal Replacement $1,015,000 $260,000

Total Annual Additional Costs $1,169,200 $319,800

Combined $1,489,000

Notes

1. From Table E3.1 and E3.3

2. From Table E3.2 and E3.4
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Since the TMP route currently passes through a developed residential area in Surrey, the impact of the

TMP is quite high.  The lower annual costs associated with infrastructure affected by the TMX is due mainly

to the reduction of the number of buried utilities and road crossings along the proposed route.

The City provided the following projects that are expected to occur beyond the existing infrastructure plan:

· South Fraser Perimeter Road

· 750mm storm / culvert crossing perpendicular to TMX

· 1800mm storm / culvert crossing perpendicular to TMX

· 179
th
 St./Daly Road Intersection - Road widening from 2 lane to 4 lane in perpendicular to TMX.

· Big Bend Sanitary Pump Station Replacement.

· The proposed TMX route passes directly behind the proposed station location.

Construction of the station is expected to require sheet piling, dewatering and additional

geotechnical work to ensure the TMX is protected. This may involve vibration monitoring,

slower sheet piling installation and contractor risk.  The station is expected to cost around

$2M, and the City of Surrey is expecting $250,000 in additional costs.

Table 5-8
Surrey Proposed Projects

Proposed Project Projected Sources of Additional Cost
Estimated
Additional

Cost
Total

Storm Trunk Main
           (x2)

· perpendicular
crossing of TMX

· TMX does not
require relocation

Permits, Notifications & Location Services $4,500

2 x $53,000

Construction Requirements $10,900

Design Requirements (15%) $1,700

Administration & Insurance $20,400

Contingency (40%) $14,900

2 Lane Road
Widening (to 4 lane)
in Urban Setting

· perpendicular
crossing of TMX

· TMX requires
lowering

Permits, Notifications & Location Services $ 4,500

$706,000

Construction Requirements (TMX Rebedding) $ 85,200

Design Requirements (15%) $12,800

Delay Costs $ 6,600

TMX Relocation (40 m length) $ 371,000

Administration & Insurance $ 25,100

Contingency (40%) $ 200,100

Big Bend Sanitary Pump Station $250,000

Long Term Additional Costs (Rounded) $1,100,000
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5.4 TOWNSHIP OF LANGLEY

The table below summarizes the additional costs associated with the operation, maintenance and

replacement of existing infrastructure in the Township of Langley due to the impact of the TMP and TMX.

Table 5-9
Township of Langley Annualized Additional Costs

Item TMP TMX

O&M Costs
1

$59,500 $36,000

Administration & Coordination $1,000 $1,000

Contingency (40%) $24,000 $15,000

Subtotal $84,500 $52,000

Replacement Costs
2

$252,000 $144,000

Administration & Coordination $3,000 $2,000

Contingency (40%) $101,000 $58,000

Subtotal $356,000 $204,000

Total Annual Additional Costs $440,500 $256,000

Combined $697,000

Notes

1. From Table E4.1 and E4.3

2. From Table E4.2 and E4.4

Due to the plan to twin a portion of the existing pipeline route, the impacts of the TMP and TMX along this

portion were quite similar. As previously noted, the annual costs in areas of twinning will tend to be

significantly less than the estimates as work can be combined around both pipelines.  However, AE did not

want to discount the cost to the municipalities due to the TMP already being in place, therefore both lines

were addressed separately. The decreased cost impact of the TMX can be attributed to the less developed

area associated with the pipeline alignment.
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5.5 CITY OF ABBOTSFORD

The table below summarizes the additional costs associated with the operation, maintenance and

replacement of existing infrastructure in the City of Abbotsford, due to the impact of the TMP and TMX.

Table 5-10
City of Abbotsford Annualized Additional Costs

Item TMP TMX

O&M Costs
1

$61,300 $30,500

Administration & Coordination $1,000 $1,000

Contingency (40%) $25,000 $13,000

Subtotal $87,300 $44,500

Replacement Costs
2

$334,000 $206,000

Administration & Coordination $4,000 $3,000

Contingency (40%) $134,000 $83,000

Subtotal $472,000 $292,000

Total Annual Additional Costs $559,300 $336,500

Combined $896,000

Notes

1. From Table E5.1 and E5.3

2. From Table E5.2 and E5.4

The table below includes the projected additional costs associated with the proposed municipal projects

which may be affected by the presence of the TMP and TMX.
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Table 5-11
Abbotsford Proposed Projects

Proposed Project Projected Sources of Additional Cost
Estimated
Additional

Cost
Total

BURIED UTILITY PROJECTS

1200 mm diameter
water main installation

· main will cross both
TMP and TMX

Permits, Notifications & Location Services $4,500

$41,000

Construction Requirements $3,500

Design Requirements (15%) $600

Administration & coordination $20,300

Contingency (40%) $11,500

1050 mm diameter
trunk sanitary sewer

· main will cross both
TMP and TMX

Permits, Notifications & Location Services $4,500

$41,000

Construction Requirements $3,500

Design Requirements (15%) $600

Administration & Insurance $20,300

Contingency (40%) $11,500

TRANSPORTATION PROJECTS

2 Lane Road Widening

· TMX does not
require relocation

Permits, Notifications & Location Services $4,500

$112,000

Construction Requirements (TMX Rebedding) $42,000

Design Requirements (15%) $6,300

Delay Costs $6,600

Administration & Insurance $20,800

Contingency (40%) $31,800

Long Term Additional Costs (Rounded) $200,000

Notes

1. These projects all assume no relocation of the TMP or TMX

2. Transportation projects assume that KM will require re-bedding of the pipelines for road construction



REPORT

6-1

6 Mitigation Measures

In AE’s opinion, there is no question the presence of the TMP, and subsequently the TMX is and will be, the

source of additional costs for the municipalities when operating and replacing existing infrastructure and

when constructing new infrastructure.

While detailed design considerations for constructing the TMX to reduce the impact on the municipalities is

outside the scope of this report, AE provides the suggestions in the following sections to assist in mitigating

these costs.

6.1 PIPELINE CONSTRUCTION

The following mitigation measures involve adjustments to the TMX alignment and/or construction details:

· Include a municipal representative (for each community) in the decision making process for the

conceptual alignment and design of the TMX. The municipalities should be given input into the final

route and construction methods, and should have an experienced advisor working with KM to

determine the design which will be most beneficial to both parties. This representative should have

some level of authority regarding the following:

· The ability to review and provide feedback on changes which will impact municipal

infrastructure

· The ability to provide locations of particular concern and require KM to address the

concerns through design modifications such as depth of cover

· The ability to provide input into areas where trenchless technologies can possibly be used

to install the TMX and reduce the impacts on the existing and future municipal

infrastructure

· In areas where open trench installation is used for the TMX, install minimum 20 m length casings

across the TMX for existing utilities to reduce the future impacts of accessing those utilities and

provided an additional level of protection

· Identify location of future buried utilities and install casings under the TMX. This reduces the

excavation around the TMX

· Install the TMX at a minimum of 5 m from existing parallel utilities, or relocate the utility to the

minimum 5 m distance, in consultation with the municipality and where feasible

· Twin the pipeline where possible to reduce the overall impact on municipalities.  This may require

relocation of the TMP to the proposed TMX location. This would result in a smaller overall footprint

for the KM pipelines, reducing the impact to the municipalities.

· Increase the thickness of the TMX pipeline walls as much as feasible to extend the service life of

the TMX and reduce the risk of failure

· Locate the pipeline in areas without soft/difficult soil conditions wherever possible

· In areas where soft/difficult soil conditions are a factor, install the TMX as deeply as possible to

reduce the impact on the infrastructure above and reduce the risk of differential settlement of other

infrastructure affecting the TMX.
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· In instances where the TMX crosses a road and the TMX is constructed to a standard to prevent

settlement (ie. Poor soils or pilings), the road base should also be constructed in a manner to

ensure that it and the pipe settle at the same rate.

· Install the TMX using trenchless technologies wherever possible.  This will reduce the number of

interactions with existing infrastructure which occur during construction.

· Install the TMX deep enough to be able to remove some of the requirements for permitting and

locating for regular operations and maintenance activities.

6.2 ONGOING OPERATIONS

The following mitigation measures involve altering the way KM and the municipalities interact when it

comes to the TMP and TMX:

· Require regular settlement monitoring of the TMX in areas of soft/difficult soil conditions and require

KM to complete modifications to the TMX if the settlement rate is different than that for adjacent

utilities.

· Require KM to accept responsibility for all infrastructure rehabilitation which occurs due to KM

requiring access to their pipeline, and due to any failure of KM facilities.  Currently the

municipalities and KM are to split the cost of rehabilitation which can result in significant additional

cost if the assets to be rehabilitated are of high value and/or high importance to the municipality’s

day to day functions.

· Reduce the number of permits required for day to day work.

· Enforce a delay penalty for work completed by Kinder Morgan which runs over schedule and

affects the schedule of major construction projects.

· Require KM to develop detailed crossing, operating and design procedures specific to each

impacted municipality, which can be evaluated as part of the design process.
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Appendix A – Pipeline Routing
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2 Summary of the Report

Summary of the Report

1 Background

Until May 2000, there was little to distinguish Walkerton from dozens of small
towns in southern Ontario. It is a pretty town, located at the foot of gently
rolling hills, along the banks of the Saugeen River. Walkerton traces its history
back to 1850, when Joseph Walker, an Irish settler, built a sawmill on the river,
starting a settlement that adopted his name. In time, it became the county seat
for Bruce County. The name survived an amalgamation in 1999, when
Walkerton was joined with two farming communities to form the Municipality
of Brockton. Walkerton has kept its small-town look and feel. Many of its
4,800 residents make their living from businesses that serve the surrounding
farms.

In May 2000, Walkerton’s drinking water system became contaminated with
deadly bacteria, primarily Escherichia coli O157:H7.1  Seven people died, and
more than 2,300 became ill. The community was devastated. The losses were
enormous. There were widespread feelings of frustration, anger, and insecurity.

The tragedy triggered alarm about the safety of drinking water across the prov-
ince. Immediately, many important questions arose. What actually happened
in Walkerton? What were the causes? Who was responsible? How could this
have been prevented? Most importantly, how do we make sure this never hap-
pens again?

The government of Ontario responded by calling this Inquiry. I have divided
the mandate of the Inquiry into two parts. The first, which I refer to as Part 1,
relates only to the events in Walkerton. It directs me to inquire into the cir-
cumstances that caused the outbreak – including, very importantly, the effect,
if any, of government policies, procedures, and practices. The second, Part 2,
goes beyond the events in Walkerton, directing me to look into other matters
I consider necessary to ensure the safety of Ontario’s drinking water. The
overarching purpose of both parts of the Inquiry is to make findings and rec-
ommendations to ensure the safety of the water supply system in Ontario.

Because of their importance to the community, the hearings for Part 1 were
held in Walkerton. Over the course of nine months, the Inquiry heard from

1 The abbreviation for Escherichia coli, E. coli, is frequently used in the report.
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114 witnesses, including residents of the town, local officials, senior civil ser-
vants, two former ministers of the environment, and the Premier. The report
summarized here outlines my findings and recommendations for Part 1 of the
Inquiry.

The Part 2 process has also been completed, and I expect to deliver my report
for Part 2 in approximately two months.

I would encourage those who are interested to read the report in full. For
convenience, however, this summary provides a brief review, in point form, of
my most significant conclusions.2  That is followed by an overview of the entire
Part 1 report.

2 Summary of Conclusions

• Seven people died, and more than 2,300 became ill. Some people, par-
ticularly children, may endure lasting effects.

• The contaminants, largely E. coli O157:H7 and Campylobacter jejuni,
entered the Walkerton system through Well 5 on or shortly after May 12,
2000.

• The primary, if not the only, source of the contamination was manure
that had been spread on a farm near Well 5. The owner of this farm
followed proper practices and should not be faulted.

• The outbreak would have been prevented by the use of continuous chlo-
rine residual and turbidity monitors at Well 5.

• The failure to use continuous monitors at Well 5 resulted from short-
comings in the approvals and inspections programs of the Ministry of
the Environment (MOE). The Walkerton Public Utilities Commission
(PUC) operators lacked the training and expertise necessary to identify
either the vulnerability of Well 5 to surface contamination or the result-
ing need for continuous chlorine residual and turbidity monitors.

2 Reference should be made to the report itself for the precise wording of my conclusions and for
qualifications on those conclusions.
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• The scope of the outbreak would very likely have been substantially
reduced if the Walkerton PUC operators had measured chlorine residu-
als at Well 5 daily, as they should have, during the critical period when
contamination was entering the system.

• For years, the PUC operators engaged in a host of improper operating
practices, including failing to use adequate doses of chlorine, failing to
monitor chlorine residuals daily, making false entries about residuals in
daily operating records, and misstating the locations at which microbio-
logical samples were taken. The operators knew that these practices were
unacceptable and contrary to MOE guidelines and directives.

• The MOE’s inspections program should have detected the Walkerton
PUC’s improper treatment and monitoring practices and ensured that
those practices were corrected.

• The PUC commissioners were not aware of the improper treatment and
monitoring practices of the PUC operators. However, those who were
commissioners in 1998 failed to properly respond to an MOE inspection
report that set out significant concerns about water quality and that iden-
tified several operating deficiencies at the PUC.

• On Friday, May 19, 2000, and on the days following, the PUC’s general
manager concealed from the Bruce-Grey-Owen Sound Health Unit and
others the adverse test results from water samples taken on May 15
and the fact that Well 7 had operated without a chlorinator during that
week and earlier that month. Had he disclosed either of these facts, the
health unit would have issued a boil water advisory on May 19, and 300
to 400 illnesses would have been avoided.

• In responding to the outbreak, the health unit acted diligently and should
not be faulted for failing to issue the boil water advisory before Sunday,
May 21. However, some residents of Walkerton did not become aware of
the boil water advisory on May 21. The advisory should have been more
broadly disseminated.

• The provincial government’s budget reductions led to the discontinua-
tion of government laboratory testing services for municipalities in 1996.
In implementing this decision, the government should have enacted a
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regulation mandating that testing laboratories immediately and directly
notify both the MOE and the Medical Officer of Health of adverse results.
Had the government done this, the boil water advisory would have been
issued by May 19 at the latest, thereby preventing hundreds of illnesses.

• The provincial government’s budget reductions made it less likely that
the MOE would have identified both the need for continuous monitors
at Well 5 and the improper operating practices of the Walkerton PUC.

• The Part 1 report contains some recommendations directed toward
ensuring the safety of drinking water in Ontario. However, the majority
of my recommendations in that respect will be in the Part 2 report of this
Inquiry.

3 The Impact on Walkerton

The first indications of widespread illness began to emerge on Thursday,
May 18, 2000. Twenty children were absent from Mother Teresa School, and
two children were admitted to the Owen Sound hospital with bloody diarrhea.
On Friday, May 19, there was an enteric outbreak among residents of a retire-
ment home. People began to contact the Walkerton hospital, other nearby
hospitals, and local physicians to complain of symptoms of enteric illness,
including bloody diarrhea, stomach pain, and nausea. More students stayed
home from school.

Over the next several days, illness spread quickly in the community. The
Walkerton hospital was inundated with telephone calls and with patients visit-
ing the emergency department. Patients were airlifted from Walkerton to
London for emergency treatment. The first person died on Monday, May 22.

The story of the outbreak involves much more than a description of the clini-
cal symptoms of the illnesses, the medical treatment, and the numbers of people
who became ill and died. Most important are the stories of the suffering endured
by those who were infected; the anxiety of their families, friends, and neighbours;
the losses experienced by those whose loved ones died; and the uncertainty and
worry about why this happened and what the future would bring.

In July 2000, I convened four days of hearings in Walkerton and invited the
people of the town to come and talk about the impact of the outbreak on their
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lives. There were more than 50 presentations: some by individuals, some by
groups, and others by families. Some were made in public, and others, when
requested, in private. Those stories told a tale of great pain and suffering. They
are a vital part of this Inquiry. I have summarized some of these stories in
Chapter 2 of the report. Transcripts of all of these stories are part of the public
record of the Inquiry and will remain as a lasting account of the hardship
endured by the community.

4 The Bacteria

The vast majority of the deaths and illnesses in Walkerton were caused by two
bacteria, E. coli O157:H7 and Campylobacter jejuni.3  E. coli O157:H7 is a
subgroup of E. coli. A person infected with E. coli O157:H7 experiences intes-
tinal disease lasting on average four days, but sometimes longer. After 24 hours,
the person often experiences bloody diarrhea, and in some cases very severe
abdominal pain. The illness usually resolves itself without treatment, other
than rehydration and electrolyte replacement.

For some people, particularly children under five years of age and the elderly,
E. coli O157:H7 infection can have more serious consequences. It may cause
hemolytic uremic syndrome (HUS) after five to ten days of infection, leading
to anemia, low platelet counts, acute kidney failure, and in some cases death.

Campylobacter jejuni, the most common type of Campylobacter, was also impli-
cated in the Walkerton outbreak. With Campylobacter, diarrhea usually lasts
two to seven days, and the fatality rate is much lower than for E. coli O157:H7.

Cattle are a common source of E. coli O157:H7 and Campylobacter. The bac-
teria can thrive in the gut and intestines of cattle, are commonly found in
cattle manure, and can survive in the environment for extended periods. These
bacteria may be transmitted to humans in a number of different ways, one of
which is through drinking water.

3 Disease-causing agents such as bacteria are referred to as “pathogens,” a term generally used in
the report.
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5 The Events of May 2000

The Walkerton water system is owned by the municipality. For years it was
operated by the Walkerton Public Utilities Commission (PUC). Stan Koebel
was the PUC’s general manager, and his brother Frank Koebel was its foreman.

In May 2000, the water system was supplied by three groundwater sources:
Well 5, Well 6, and Well 7. The water pumped from each well was treated with
chlorine before entering the distribution system.

I have concluded that the overwhelming majority of the contaminants, if not
all of them, entered the water system through Well 5.4  I have also concluded
that the residents became exposed to the contamination on or shortly after
May 12.

It rained heavily in Walkerton from May 8 to May 12: 134 mm of rain fell
during these five days. The heaviest rainfall occurred on Friday, May 12, when
70 mm fell.

During the period from May 9 to May 15, Well 5 was the primary source
pumping water into the distribution system. Well 6 cycled on and off periodi-
cally, and Well 7 was not in operation.

On Saturday, May 13, Frank Koebel performed the routine daily check of the
operating wells. The purpose of the daily checks was to record data on pump-
ing rate flows and chlorine usage, and, most importantly, to measure the chlo-
rine residuals in the treated water.5  However, for more than 20 years, it had
been the practice of PUC employees not to measure the chlorine residuals on
most days and to make fictitious entries for residuals in the daily operating
sheets. Stan Koebel often participated in this practice.

On May 13, Frank Koebel did not measure the chlorine residual at Well 5. It is
very likely that at this time, E. coli O157:H7 and Campylobacter bacteria were
overwhelming the chlorine being added at the well and were entering into the
distribution system. Had Mr. Koebel measured the chlorine residual, he would

4 Although there is some evidence that Well 6 was susceptible to surface contamination, there is no
evidence to support a finding that contamination entered the system through Well 6 during the
critical period.
5 One of the purposes of measuring chlorine residuals is to determine whether contamination is
overwhelming the disinfectant capacity of the chlorine that has been added to the water.
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almost certainly have learned that there was no residual – a result that should
have alerted him to the problem so that he could take the proper steps to
protect the system and the community.

The next day, Sunday, May 14, Frank Koebel again checked Well 5. He fol-
lowed the usual procedure and did not measure the chlorine residual. The
same omission occurred on Monday, May 15, although it is not clear which
PUC employee checked Well 5 on that day. Well 5 was turned off at 1:15 p.m.
on May 15.

On the morning of May 15, Stan Koebel returned to work after having been
away from Walkerton for more than a week. He turned on Well 7 at 6:15 a.m.
Shortly after doing so, he learned that a new chlorinator for Well 7 had not
been installed and that the well was therefore pumping unchlorinated water
directly into the distribution system. He did not turn off the well; rather, he
allowed the well to operate without chlorination until noon on Friday, May
19, when the new chlorinator was installed.6

On the morning of May 15, another PUC employee, Allan Buckle, took three
water samples for microbiological testing. The sampling bottles were labelled
“Well 7 raw,” “Well 7 treated,” and “125 Durham Street.” I am satisfied that
these samples were not taken at the locations indicated, but rather were most
likely taken at the Walkerton PUC workshop, which is near to and downline
from Well 5. It was not unusual for PUC employees to mislabel the bottles so
that they did not reflect the actual locations at which water samples were taken.

The samples taken by Mr. Buckle, together with one other sample taken from
the distribution system by Stan Koebel and three samples from a watermain
construction site in town, were forwarded to A&L Canada Laboratories for
testing. These samples are very significant, for reasons I explain below.

The samples were received by A&L on Tuesday, May 16. It takes a minimum
of 24 hours to perform microbiological tests. On Wednesday, May 17, A&L
telephoned Stan Koebel and advised him that the three samples from the con-
struction site, which came from water pumped from the Walkerton distribu-
tion system, were positive for E. coli and total coliforms.

6 After Well 5 was turned off at 1:15 p.m. on May 15, Well 7 was the only source of supply until
Well 5 was turned on again on Saturday, May 20. Well 6 did not operate during this time.



Part One  Report of the Walkerton Inquiry 9

A&L also reported to Mr. Koebel that the Walkerton water system samples
“didn’t look good either.” One of those samples had undergone the more elabo-
rate membrane filtration test, and the resulting plate was “covered” with total
coliforms and E. coli. A&L faxed the results from the construction site samples
to the PUC that morning and faxed those from the Walkerton water system
samples in the early afternoon. The faxed report showed that three of the four
samples from the Walkerton system had tested positive for total coliforms and
E. coli, and that the samples that had undergone membrane filtration testing
showed gross contamination.

A&L did not forward these results to the MOE’s area office in Owen Sound.
As a result, the local health unit7 was not notified of the results until six days
later, on May 23. I discuss the significance of this delay below.

The first public indications of widespread illness occurred on Thursday,
May 18.8  Two children were admitted to the Owen Sound hospital with symp-
toms including bloody diarrhea, a large number of children were absent from
school, and members of the public contacted the Walkerton PUC office to
inquire about the safety of the water. A staff member, who discussed the matter
with Stan Koebel, assured them that the water was safe.

The next day, the scope of the outbreak grew quickly. More students stayed
home from school. Residents in a retirement home and a long-term care facil-
ity, along with many others in the community, developed diarrhea and vomiting.
A local doctor saw 12 or 13 patients with diarrhea.

Also on that day, Dr. Kristen Hallet, a pediatrician in Owen Sound, suspecting
that the illnesses of the two children admitted to the hospital the previous day
had been caused by E. coli, contacted the local health unit. The health unit
began an investigation, during which its staff spoke to persons in authority at
schools, the local hospitals, and the retirement home in Walkerton, as well as
to the PUC’s general manager, Stan Koebel.

When the health unit reached Mr. Koebel by telephone in the early afternoon
of Friday, May 19, he was told that a number of children were ill with diarrhea
and stomach cramps, and he was asked whether there was any problem with

7 The Bruce-Grey-Owen Sound Health Unit.
8 People had begun to experience symptoms several days before this, but there do not appear to
have been public indications of an outbreak until May 18.
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the water. Mr. Koebel replied that he thought the water was “okay.” By then, he
knew of the adverse results from the May 15 samples. He did not disclose the
adverse results in the conversation with the health unit, nor did he disclose
the fact that Well 7 had operated without a chlorinator from May 15 until
noon that day. During another call from the health unit later that afternoon,
Mr. Koebel repeated his assurances about the safety of the town’s water.

The health unit did not issue a boil water advisory until two days later, on
Sunday, May 21, at 1:30 p.m. I am satisfied that if Mr. Koebel had been forth-
coming with the health unit on May 19 about the adverse sample results or
about the fact that Well 7 had operated without chlorination, as he should
have been, a boil water advisory would have been issued that day.

After speaking with staff of the health unit on May 19, Mr. Koebel began to
flush and superchlorinate the system. He continued to do so throughout the
following weekend. As time passed, he successfully increased the chlorine
residuals both at the wellheads and in the distribution system.

I am satisfied that Mr. Koebel was concerned during the weekend about people
becoming ill from the water and that he did not know that E. coli could be
fatal. He believed that superchlorinating the water would destroy any con-
taminants present in the water. However, I am also satisfied that Mr. Koebel
withheld information from the health unit because he did not want health
officials to know that he had operated Well 7 without a chlorinator. He knew
that having done so was unacceptable and was concerned that the operation of
Well 7 without a chlorinator would come to light. There is no excuse for
Mr. Koebel’s concealing this information from the health unit. Ironically, it
was not the operation of Well 7 without a chlorinator that caused the contami-
nation of Walkerton’s water. As I said above, the contamination entered the
system through Well 5, from May 12 (or shortly afterward) until that well was
shut off at about 1:15 p.m. on May 15.

As early as Thursday, May 18, and Friday, May 19, some people in the com-
munity believed that there was something wrong with the water and began to
take steps to prevent further infection. For example, on May 19, Brucelea Haven,
a long-term care facility, decided to boil the municipal water or use bottled
water. Mr. and Mrs. Reich, whose seven-year-old daughter had been admitted
to the hospital in Owen Sound, decided that their family, as well as their em-
ployees, should drink only bottled water.
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On Saturday, May 20, a stool sample from one of the children at the Owen
Sound hospital tested positive for E. coli 0157:H7 on a presumptive basis. By
this time, the outbreak was expanding very rapidly.

On May 20, the health unit spoke to Stan Koebel on two occasions. Mr. Koebel
informed the health unit of the chlorine residuals in the system, but again he
did not reveal the results from the May 15 samples or the fact that Well 7 had
been operated without chlorination. The health unit took some comfort about
the safety of the water from Mr. Koebel’s reports that he was obtaining chlo-
rine residual measurements in the distribution system. Over the course of the
day, as concern spread within the community, the health unit relied on what
Mr. Koebel said and assured callers that the water was not the problem.

On Saturday afternoon, Robert McKay, an employee of the Walkerton PUC,
placed an anonymous call to the MOE’s Spills Action Centre (SAC), which
functions as an environmental emergency call centre. Mr. McKay was aware of
the adverse results from the construction site, but not of those from the other
samples taken on May 15. He informed the SAC that samples from Walkerton’s
water system had failed lab tests.

An SAC staff member contacted Stan Koebel that day in the early afternoon.
Mr. Koebel led the caller to believe that the only recent adverse results from the
system were those from the construction project. He did not reveal that there
had also been adverse results from the distribution system samples.

Also on Saturday afternoon, staff at the health unit contacted Dr. Murray
McQuigge, the local Medical Officer of Health, at his cottage. He returned to
Owen Sound to direct the investigation.

Shortly after noon on Sunday, May 21, the laboratory at the Owen Sound
hospital confirmed the earlier presumptive test for E. coli O157:H7 and
announced an additional presumptive result from another patient. This was
the first occasion on which there was confirmation of the specific pathogen
involved. The health unit responded by issuing a boil water advisory that after-
noon at 1:30 p.m. The boil water advisory was broadcast on the local AM and
FM radio stations, but not on the local CBC radio station, on television, or by
way of leaflets. Some people in the community did not become aware of the
advisory that day. Dr. McQuigge called Brockton’s mayor directly to advise
him, but did not ask him to do anything, and the mayor took no steps to
further disseminate the warning to the community.
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In the afternoon of Sunday, May 21, Stan Koebel received calls from the health
unit and the SAC. Again, he did not disclose the adverse results from the
May 15 samples. The health unit took water samples from 20 different loca-
tions in the distribution system and that evening delivered them to the Ministry
of Health laboratory in London for microbiological testing.

Throughout the day of May 21, there was a rapid increase in the number of
people affected by the contamination. By the end of the day, the Walkerton
hospital had received more than 270 calls concerning symptoms of diarrhea
and serious abdominal pain. A child, the first of many, was airlifted from
Walkerton to London for emergency medical attention.

On Monday, May 22, at the urging of the health unit, the MOE began its own
investigation of the Walkerton water system. When the MOE asked Stan Koebel
if any unusual events had occurred in the past two weeks, he told them that
Well 6 had been knocked out by an electrical storm during the weekend of
May 13, but he did not mention the operation of Well 7 without a chlorinator
or the adverse results from the May 15 samples.

When asked by the MOE for documents, Mr. Koebel produced, for the first
time, the adverse test results faxed to him by A&L on May 17. He also pro-
duced the daily operating sheets for Wells 5 and 6 for the month of May but
said he could not produce the sheet for Well 7 until the next day. Later, he
instructed his brother Frank Koebel to revise the Well 7 sheet with the inten-
tion of concealing the fact that Well 7 had operated without a chlorinator.

On Tuesday, May 23, Mr. Koebel provided the MOE with the altered daily
operating sheet for Well 7. That day, the health unit was advised that two of
the water samples it had collected on May 21 had tested positive for E. coli.
Both these samples were from “dead ends” in the system, which explains why
the contaminants were still present after Mr. Koebel’s extensive flushing and
chlorination over the weekend. When informed of these results, Stan Koebel
told the health unit about the adverse samples from May 15 for the first time.

By Wednesday, May 24, several patients had been transferred by helicopter
and ground ambulance from Walkerton to London for medical attention. The
first person died on May 22, a second on May 23, and two more on May 24.
During this time, many children became seriously ill, and 27 people devel-
oped HUS. Some will probably experience lasting damage to their kidneys as
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well as other long-term health effects. In all, 7 people died and more than
2,300 became ill.

6 The Physical Causes

As mentioned above, I have concluded that microbiological pathogens – namely,
E. coli O157:H7 and Campylobacter jejuni bacteria – entered Walkerton’s wa-
ter system through Well 5 starting on or shortly after Friday, May 12.

The extraordinary rainfall between May 8 and May 12, 2000, greatly assisted
the transport of the contaminants to the entry point for Well 5. Well 5 was a
shallow well: its casing extended just 5 m below the surface. All of its water was
drawn from a very shallow area between 5 m and 8 m below the surface. More
significantly, the water was drawn from an area of highly fractured bedrock.
Because of the nature of the fracturing, the geology of the surrounding bed-
rock, and the shallowness of the soil overburden above the bedrock, it was
possible for surface bacteria to quickly enter into a fractured rock channel and
proceed directly to Well 5.

The primary, if not the only, source of the contaminants was manure that had
been spread on a farm near Well 5 during late April 2000. DNA typing of the
animals and the manure on the farm revealed that the E. coli O157:H7 and
Campylobacter strains on the farm matched strains that were prevalent in the
human outbreak in Walkerton. It is important to note that the owner of this
farm is not to be faulted in any way. He used what were widely accepted as best
management practices in spreading the manure.

Water samples taken from the system support the conclusion that Well 5 was
the entry point for the contamination. The first test results indicating E. coli
contamination in the system were from the samples collected on May 15. These
samples were probably taken from a location near and immediately downline
from Well 5 – the PUC workshop. In the immediate aftermath of the outbreak,
beginning on May 23, the raw water at Well 5 consistently tested positive for
E. coli. Significantly, tests of the raw water at Wells 6 and 7 during this period
did not show the presence of E. coli. The experts who testified agreed that there
was “overwhelming evidence” that the contamination entered through Well 5.

It is not possible to determine the exact time when contamination first entered
the system. I conclude, however, that the residents of Walkerton were probably
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first exposed on or shortly after May 12. This conclusion is supported by the
epidemiological evidence, the evidence of the health care institutions that treated
the ill and vulnerable groups, anecdotal evidence from residents, and the timing
of the heavy rainfall. It is also consistent with the findings of the Bruce-Grey-
Owen Sound Health Unit and of Health Canada, which both concluded that
the predominant exposure dates were between May 13 and May 16, 2000.

Well 5 was the primary source of water during the period when contamination
entered the system, while Well 6 cycled on and off, and Well 7 was not in
operation.

The applicable government document, the Chlorination Bulletin,9  required a
water system like Walkerton’s to treat well water with sufficient chlorine to
inactivate any contaminants in the raw water, and to sustain a chlorine residual
of 0.5 mg/L of water after 15 minutes of contact time.10  One important pur-
pose of the chlorine residual is to retain a capacity for disinfection in treated
water as it moves throughout the distribution system. Another is to provide a
way to determine whether contamination is overwhelming the disinfectant ca-
pacity of the chlorine that has been added to the water. If the required chlorine
residual of 0.5 mg/L had been maintained at Well 5 in May 2000, when the
contaminants entered the system, substantially more than 99% of bacteria  such
as E. coli and Campylobacter would have been killed. For practical purposes,
this would have prevented the outbreak.11

In May 2000, the operators of the Walkerton system chlorinated the water at
Well 5 but routinely used less than the required amount of chlorine at that well
and at the others operated by the Walkerton PUC. The bacteria and other
organic matter that entered the system on or shortly after May 12 overwhelmed
the chlorine that was being added. The amount of contamination at the time
was very likely so great that the demand it put on the chlorine would have
overwhelmed even the amount of chlorine needed to maintain a residual of
0.5 mg/L under normal conditions.

9 MOE, “Chlorination of Potable Water Supplies,” Bulletin 65-W-4 (March 1987).
10 In the report, the terms “required residual” and “residual of 0.5 mg/L” should always be taken as
including the qualifier “after 15 minutes of contact time.”
11 This statement is subject to the qualification that had a large increase in turbidity accompanied
the contamination, that might have prevented the chlorine from eliminating the contaminants. In
my view, it is most unlikely that this is what actually occurred.
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As I point out above, the Walkerton operators did not manually monitor the
chlorine residual levels at Well 5 during the critical period. Had they done so,
it is very probable that the operators would have detected the fact that the
chlorine residual had been overwhelmed, at which point they should have been
able to take the proper steps to protect public health.12  Although daily moni-
toring would not have prevented the outbreak, it is very probable that it would
have significantly reduced the outbreak’s scope. Instead, the contamination
entered the system undetected.

Even more importantly, the outbreak would have been prevented by the use of
continuous chlorine residual and turbidity monitors at Well 5.13  Walkerton
did not have continuous chlorine residual and turbidity monitors at any of its
wells in May 2000.

Well 5 was supplied by a groundwater source that was under the direct influ-
ence of surface water. For such sources, the Ontario Drinking Water
Objectives (ODWO)14  require the continuous monitoring of chlorine residuals
and turbidity.15  Had continuous monitors been in place at Well 5, the moni-
tors would have automatically sounded an alarm so that the appropriate cor-
rective action could have been taken to prevent contamination from entering
the distribution system.

12 It would have been a relatively simple process for a competent water operator to interpret the
implications of the lack of a chlorine residual, turn off the well, and alert the community to
the problem.
13 An important purpose of installing continous monitors is to prevent contamination from enter-
ing the distribution system. In reaching the conclusion that continuous monitors would have
prevented the Walkerton outbreak, I am assuming that the MOE would have required that any
such monitors be properly designed for the circumstances at Well 5. The monitors would thus
have included an alarm as well as, in all probability, an automatic shut-off mechanism, because
Well 5 was not staffed 24 hours a day and because the town had alternative water supplies – Wells
6 and 7.
14 Unless otherwise indicated, the term “ODWO” refers to the 1994 version of that document.
15 The requirement for turbidity monitoring was to take four samples a day or to install a continu-
ous turbidity monitor. For ease of reference, I refer to this as “continuous turbidity monitoring.”
As a practical matter, one would install a continuous monitor rather than take four samples a day.
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7 The Role of the Walkerton Public Utilities
Commission Operators

Two serious failures on the part of the Walkerton PUC operators directly con-
tributed to the outbreak in May 2000. The first was an operational problem:
the failure to take chlorine residual measurements in the Walkerton water
system daily. As I stated above, had the PUC operators manually tested the
chlorine residual at Well 5 on May 13 or on the days following, as they should
have done, they should have been able to take the necessary steps to protect the
community. It is very likely that daily testing of chlorine residuals would have
significantly reduced the scope of the outbreak.

The second failure relates to the manner in which the PUC operators responded
to the outbreak in May 2000. This failure is primarily attributable to
Stan Koebel. When Mr. Koebel learned from test results for the samples
collected on May 15 that there was a high level of contamination in the
system, he did not disclose those results to the health unit staff who were inves-
tigating the illnesses in the community. On the contrary, starting on May 19,
he actively misled health unit staff by assuring them that the water was safe.
Had Stan Koebel been forthcoming about the adverse results or about the
fact that Well 7 had operated for over four days that week without a chlorina-
tor, the health unit would have issued a boil water advisory on May 19 at the
latest, and a minimum of 300 to 400 illnesses would probably have been
prevented.

The two persons who were responsible for the actual operation of the water
system were Stan and Frank Koebel. Stan Koebel had been the general man-
ager of the PUC since 1988. In May 2000, he held a class 3 water operator’s
licence, which he had received through a grandparenting process. At the In-
quiry, Stan Koebel accepted responsibility for his failures and apologized to the
people of Walkerton. I believe he was sincere.

The evidence showed that under the supervision of Mr. Koebel, the Walkerton
PUC engaged in a host of improper operating practices, including misstating
the locations at which samples for microbiological testing were taken, operat-
ing wells without chlorination, making false entries in daily operating sheets,
failing to measure chlorine residuals daily, failing to adequately chlorinate the
water, and submitting false annual reports to the MOE. Mr. Koebel knew that
these practices were improper and contrary to MOE guidelines and directives.
There is no excuse for any of these practices.
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Although Stan Koebel knew that these practices were improper and contrary
to the directives of the MOE, he did not intentionally set out to put his fellow
residents at risk. A number of factors help to explain, though not to excuse, the
extraordinary manner in which the Walkerton PUC was operated under his
direction. Many of the improper practices had been going on for years before
he was general manager. Further, he and the other PUC employees believed
that the untreated water in Walkerton was safe: indeed, they themselves often
drank it at the well sites. On occasion, Mr. Koebel was pressured by local
residents to decrease the amount of chlorine injected into the water. Those
residents objected to the taste of chlorinated water. Moreover, on various occa-
sions, he received mixed messages from the MOE about the importance of
several of its own requirements. Although Mr. Koebel knew how to operate
the water system mechanically, he lacked a full appreciation of the health risks
associated with a failure to properly operate the system and of the importance
of following the MOE requirements for proper treatment and monitoring.

None of these factors, however, explain Stan Koebel’s failure to report the test
results from the May 15 samples to the health unit and others when asked
about the water, particularly given that he knew of the illnesses in the commu-
nity. It must have been clear to him that each of these questioners was unaware
of those results. I am satisfied that he withheld information about the adverse
results because he wanted to conceal the fact that Well 7 had been operated
without chlorination for two extended periods in May 2000.16 He knew that
doing so was wrong. He went so far as to have the daily operating sheet for
Well 7 altered in order to mislead the MOE. In withholding information from
the health unit, Mr. Koebel put the residents of Walkerton at greater risk.
When he withheld the information, Mr. Koebel probably did not appreciate
the seriousness of the health risks involved and did not understand that deaths
could result. He did, however, know that people were becoming sick, and there
is no excuse for his not having informed the health unit of the adverse results at
the earliest opportunity.

Frank Koebel had been foreman of the PUC since 1988. He was the operator
who, on May 13 and May 14, went to Well 5, failed to measure chlorine
residuals, and made false entries in the daily operating sheet. As was the case
with his brother, Frank Koebel also deeply regretted his role in these events.

16 In addition to the period of May 15 to May 19 referred to above, Well 7 had also been operated
without chlorination from May 3 to May 9.
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Most of the comments I have made about Stan Koebel apply equally to
Frank Koebel, with one exception: Frank Koebel was not involved in
failing to disclose the May 15 results to the health unit. Yet on his brother’s
instructions, he did alter the daily operating sheet for Well 7 on May 22 or
May 23 in an effort to conceal from the MOE the fact that Well 7 had oper-
ated without a chlorinator.

As I point out above, the contamination of the system could have been pre-
vented by the use of continuous monitors at Well 5. Stan and Frank Koebel
lacked the training and expertise to identify the vulnerability of Well 5 and to
understand the resulting need for continuous chlorine residual and turbidity
monitors. The MOE took no steps to inform them of the requirements for
continuous monitoring or to require training that would have addressed that
issue. It was the MOE, in its role as regulator and overseer of municipal water
systems, that should have required the installation of continuous monitors. Its
failure to require continuous monitors at Well 5 was not in any way related to
the improper operating practices of the Walkerton operators. I will discuss this
failure of the MOE below.

8 The Role of the Walkerton Public Utilities Commissioners

The Walkerton PUC commissioners were responsible for establishing and con-
trolling the policies under which the PUC operated. The general manager and
staff were responsible for administering these policies in operating the water
facility. The commissioners were not aware of the operators’ improper chlori-
nation and monitoring practices. Also, while Well 5’s vulnerability had been
noted when it was approved in the late 1970s, those who served as commis-
sioners in the decade leading up to the tragedy were unaware of Well 5’s clear
and continuing vulnerability to contamination and the resulting need for con-
tinuous monitors.

The evidence showed that the commissioners concerned themselves primarily
with the financial side of the PUC’s operations and had very little knowledge
about matters relating to water safety and the operation of the system. Inap-
propriately, they relied almost totally on Stan Koebel in these areas.

In May 1998, the commissioners received a copy of an MOE inspection report
that indicated serious problems with the manner in which the Walkerton
water system was being operated. The report stated that E. coli, an indicator of



Part One  Report of the Walkerton Inquiry 19

unsafe drinking water quality, had been present in a significant number
of treated water samples. Among other things, the report emphasized the need
to maintain an adequate chlorine residual. It also pointed out other problems:
the PUC had only recently begun to measure chlorine residuals in the distri-
bution system, was not complying with the minimum bacteriological sam-
pling requirements, and was not maintaining proper training records.

In response, the commissioners did nothing. They did not ask for an explana-
tion from Mr. Koebel: rather, they accepted his word that he would correct the
deficient practices, and they never followed up to ensure that he did. As it
turns out, Mr. Koebel did not maintain adequate chlorine residuals, as he had
said he would, and did not monitor residuals as often as would have been
necessary to ensure their adequacy. In my view, it was reasonable to expect the
commissioners to have done more.

The commissioners should have had enough knowledge to ask the appropriate
questions and to follow up on the answers that were given. However, if they
did not feel qualified to address these issues, they could have contracted with
an independent consultant to help them evaluate the manner in which
Stan Koebel was operating the system and to assure themselves that the serious
concerns about water safety raised in the report were addressed.

Without excusing the role played by the commissioners, it is important to
note that, like Stan and Frank Koebel, they did not intend to put the residents
of Walkerton at risk. They believed that the water was safe. They were distraught
about the events of May 2000. Moreover, it appears from PUC records that
they performed their duties in much the same way as their predecessors had.
That approach seems to have been inherent in the culture at the Walkerton
PUC.

Even if the commissioners had properly fulfilled their roles, it is not clear that
Mr. Koebel would have changed the PUC’s improper practices. However, it is
possible that he would have brought the chlorination and monitoring prac-
tices into line, in which case it is very probable that the scope of the outbreak
in May 2000 would have been significantly reduced. Thus, the failure of those
who were commissioners in 1998 to properly respond to the MOE inspection
report represented a lost opportunity to reduce the scope of the outbreak.
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9 The Role of the Municipality17  and the Mayor

The municipality’s role was limited, given that at the relevant times the water
system was operated by a public utilities commission. I focus on three occa-
sions following which, it has been suggested, the municipality should have
taken steps to protect drinking water or the community’s health but did not do
so: a November 1978 meeting at which MOE representatives suggested land
use controls for the area surrounding Well 5; the receipt of the 1998 MOE
inspection report; and the issuance of the boil water advisory in the early after-
noon of May 21, 2000.

I conclude that the Town of Walkerton did not have the legal means to control
land use in the vicinity of Well 5. Further, at the 1978 meeting, the discussion
about controlling land use revolved primarily around the former Pletsch farm.
In fact, however, the bacterial contamination of the Walkerton water system
originated elsewhere.

Given that the control and management of the waterworks were vested in the
Walkerton PUC, the Walkerton town council’s response to the 1998 inspec-
tion report was not unreasonable. The council was entitled to rely on the PUC
commissioners to follow up on the deficiencies identified in the report.

Brockton’s mayor, David Thomson, was in an ideal position to assist the local
health unit in disseminating the boil water advisory on May 21 and May 22.
But Dr. Murray McQuigge did not request any assistance. Even though the
mayor knew that the people of Walkerton were becoming ill, he did not offer
to help inform them about the boil water advisory. Although others in his
position might have done so, I conclude that the mayor should not be faulted
for having failed to offer assistance.

Further, I conclude that it was not unreasonable for Mayor Thomson and
other members of Brockton’s municipal council to refrain from invoking the
Brockton Emergency Plan. Due consideration was given to taking this
extraordinary step. The primary benefit of invoking the plan would have been
to assist in publicizing the boil water advisory. By the time the municipal council
was considering whether the plan should be invoked, the existence of the boil
water advisory was already well known within the community.

17 Before the amalgamation that resulted in the formation of the Municipality of Brockton on
January 1, 1999, the relevant authority was the Town of Walkerton.
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10 The Role of the Public Health Authorities

I consider the role of the Bruce-Grey-Owen Sound Health Unit in relation to
the events in Walkerton in three separate contexts: its role in overseeing the
quality of the drinking water in Walkerton over the years leading up to
May 2000, its reaction to the privatization of laboratory testing services in
1996, and its response to the outbreak in May 2000.

In the normal course of events, the health unit exercised its oversight role by
receiving notice of reports of adverse water quality and MOE inspection
reports, and responding to such reports when it considered a response to be
necessary. It would have been preferable for the health unit to have taken a
more active role in responding to the many adverse water quality reports it
received from Walkerton between 1995 and 1998 and to the 1998 MOE
inspection report. During the mid- to late 1990s, there were clear indications
that the water quality in Walkerton was deteriorating.

On receiving adverse water quality reports, the local public health inspector in
Walkerton would normally contact the Walkerton PUC to ensure that follow-
up samples were taken and chlorine residuals maintained. Instead, when he
received the 1998 MOE inspection report, he read and filed it, assuming that
the MOE would ensure that the problems identified were properly addressed.
Given that there was no written protocol instructing the local public health
inspector on how to respond to adverse water reports or inspection reports, I
am satisfied that he did all that was expected of him.18

Even if the health unit had responded more actively when concerns arose about
the water quality in Walkerton in the mid- to late 1990s, it is unlikely that
such responses would have had any impact on the events of May 2000. The
actions required to address the concerns were essentially operational. The MOE
was the government regulator responsible for overseeing Walkerton’s water sys-
tem. After the 1998 inspection report, it directed the PUC to remedy a num-
ber of operational deficiencies, but then failed to follow up to ensure that the
proper steps were taken. I am satisfied that it was appropriate for the health
unit to rely on the MOE to oversee operations at the Walkerton PUC and to
follow up on the 1998 inspection report.

18 It would have been preferable for the Ministry of Health and the health unit to have provided
clear direction to health unit staff on how to respond to adverse water quality reports and MOE
inspection reports. I will be making recommendations in the Part 2 report of this Inquiry to clarify
the respective roles of local health units and the MOE in overseeing municipal water systems.
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After laboratory testing services for municipalities were assumed by the private
sector in 1996, the health unit sought assurance from the MOE’s Owen Sound
office that the health unit would continue to be notified of all adverse water
quality results relating to communal water systems. It received that assurance,
both in correspondence and at a meeting. I am satisfied that the health unit
did what was reasonable in reacting to the privatization of laboratory services.

The health unit was first notified of the outbreak in Walkerton on Friday,
May 19, 2000. It issued a boil water advisory two days later. In the interval,
health unit staff investigated the outbreak diligently. There were several rea-
sons why the health unit did not immediately conclude that the water was the
problem. Initially, a food-borne source was the prime suspect. However,
because water was a possible source of the problem, the health unit staff con-
tacted Stan Koebel twice on May 19 and twice again on May 20. Each time
they were given information that led them to believe the water was safe. The
health unit staff had no reason not to accept what Stan Koebel told them. His
assurances pointed the health unit away from water as the source of the problem.

Moreover, the symptoms being reported were consistent with E. coli O157:H7.
Infection with E. coli O157:H7 is most commonly associated with food, not
water – indeed, it is often referred to as “the hamburger disease.” The health
unit was not aware of any reported E. coli outbreak that had been linked to a
treated water system in North America. Further, illnesses were surfacing in
communities outside Walkerton, a pattern that tended to indicate a source
that was not water-borne.

In my view, the health unit should not be faulted for failing to issue the boil
water advisory before May 21. I recognize that others in the community sus-
pected there was something wrong with the water and took steps to avoid
infection. They are to be commended for their actions. However, issuing a boil
water advisory is a significant step requiring a careful balancing of a number of
factors. Precaution and the protection of public health must always be para-
mount, but unwarranted boil water advisories have social and economic con-
sequences and, importantly, have the potential to undermine the future
credibility of the health unit issuing such an advisory. In revisiting the exercise
of judgment by professionals like the health unit staff, one must be careful about
the use of hindsight. In view of the assurances provided by Mr. Koebel
about the safety of the water, I am satisfied that the health unit was appropri-
ately prudent and balanced in the way in which it investigated the outbreak
and decided to issue the boil water advisory.
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In this respect, I do not think that the failure of the health unit to review its
Walkerton water file between May 19 and May 21 made any difference to the
time at which the boil water advisory was issued. The most recent relevant
evidence of water quality problems in the file was more than two years old. I
accept the evidence of Dr. McQuigge and others that in May 2000, more
timely information was needed about Walkerton’s water. The health unit sought
that information and was assured by Stan Koebel that all was well.

The health unit disseminated the boil water advisory to the community by
having it broadcast on local AM and FM radio stations. It also contacted sev-
eral public institutions directly. Evidence showed that some local residents did
not become aware of the boil water advisory on May 21. In his evidence,
Dr. McQuigge acknowledged that if he faced a similar situation again, he would
use local TV stations and have pamphlets distributed informing residents of
the boil water advisory. That would have been a better approach, because the
boil water advisory should have been more broadly publicized.

11 The Role of the Ministry of the Environment

The Ministry of the Environment (MOE) was and continues to be the provin-
cial government ministry with primary responsibility for regulating – and for
enforcing legislation, regulations, and policies that apply to – the construction
and operation of municipal water systems.19  In this regard, the MOE sets the
standards according to which municipal systems are built and operated. It also
approves the construction of new water facilities, certifies water plant opera-
tors, and oversees the treatment, distribution, and monitoring practices of
municipal water facilities. The overall goal is to ensure that water systems are
built and operated in a way that produces safe water and does not threaten
public health.

As pointed out above, there were two serious problems with the manner in
which the Walkerton water system was operated that contributed to the trag-
edy in May 2000. The first was the failure to install continuous chlorine residual
and turbidity monitors at Well 5. The failure to use continuous monitors at
Well 5 resulted from shortcomings of the MOE in fulfilling its regulatory and

19 I refer to “municipal water systems” frequently throughout the report. For readability, I use the
term interchangeably with “municipal waterworks,” “municipal water facilities,” “communal water
systems,” and similar terms.
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oversight role. The PUC operators did not have the training or expertise to
identify the vulnerability of Well 5 to surface contamination and to under-
stand the resulting need for continuous monitors. It would be unreasonable
for the MOE to expect that all operators of small water systems like Walkerton’s
would have the expertise necessary to identify water sources that are vulnerable
to contamination or to understand the need to install continuous chlorine
residual and turbidity monitors where such vulnerability exists. Continuous
monitors at Well 5 could have prevented the outbreak. It is simply wrong to
say, as the government argued at the Inquiry, that Stan Koebel or the Walkerton
PUC were solely responsible for the outbreak or that they were the only ones
who could have prevented it.

The second problem with the operation of Walkerton’s water system was the
improper chlorination and monitoring practices of the PUC. I have discussed
those above. Without in any way excusing the PUC operators for the manner
in which they disregarded MOE requirements and directives, I am satisfied
that the MOE should have detected those practices and ensured that they were
corrected. Had the MOE done so, the scope of the outbreak would probably
have been significantly reduced.

I have concluded that a number of MOE programs or policies20 involved in
the regulation and oversight of the Walkerton water system were deficient –
some more so than others. The MOE’s “deficiencies” all fall into the category
of omissions or failures to take appropriate action, rather than positive acts. As
a result, the effects of those deficiencies on the events in Walkerton must be
measured by their failure to address one or both of the two problems at
Walkerton referred to above. In that sense, the deficiencies can be measured by
their failure to prevent the outbreak, to reduce its scope, or to reduce the risk
that the outbreak would occur. Viewed in this light, some of the deficiencies
are more closely connected to the tragedy than are others.

Responsibility for the MOE’s deficiencies rests at different levels of the minis-
try. Walkerton fell within the jurisdiction of the MOE’s Owen Sound office.
Some of the deficiencies with government programs that I identify affected
Walkerton through the activities of the Owen Sound office. Some also arose
from the activities of the MOE’s central offices in Toronto.

20 According to the mandate, I am to report on “the effect, if any, of government policies, procedures
and practices.” This phrase is obviously intended to include government programs. Throughout
the report, I use the terms “policies” and “programs,” depending on the context, to refer to this
part of the mandate.
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I have chosen to discuss issues relating to the privatization of laboratory testing
services and budget reductions in separate chapters because those issues involve
decisions made by the Cabinet, not just by the MOE.

The most significant deficiencies associated with the MOE relate to the ap-
provals program, the inspections program, the preference for voluntary rather
than mandatory abatement, and the water operator certification and training
program. I will briefly describe the main deficiencies I have identified.

11.1 The Approvals Program

Well 5 was constructed in 1978, and the Certificate of Approval for the well
was issued in 1979. However, no operating conditions were attached to the
Certificate of Approval. From the outset, Well 5 was identified as a potential
problem: the groundwater supplying the well was recognized as being vulnerable
to surface contamination. The approval of the well without imposing explicit
operating conditions was consistent with the MOE’s practices at that time.

Over time, MOE practices changed and it began to routinely attach operating
conditions to Certificates of Approval, including conditions relating to water
treatment and monitoring. By 1992, the MOE had developed a set of model
operating conditions that were commonly attached to new Certificates of
Approval for municipal water systems. There was, however, no effort to reach
back to determine whether conditions should be attached to existing certifi-
cates, like the one for Well 5.

The ODWO was amended in 1994 to provide that water supply systems using
groundwater that is under the direct influence of surface water should con-
tinuously monitor disinfectant residuals (equivalent to free chlorine) – a type
of chlorine residual – and turbidity. Even at that point there was no program
or policy to examine the water sources supplying wells referred to in existing
Certificates of Approvals to determine whether a condition should be added
requiring continuous monitoring. Well 5 used groundwater that was under
the direct influence of surface water, and the MOE should therefore have re-
quired the installation of continuous monitors at that well following the 1994
ODWO amendment.

The MOE never did add any conditions to the Certificate of Approval for
Well 5. I am satisfied that a properly structured approvals program would have
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addressed the need to update the Certificate of Approval for Well 5, both after
the 1994 amendment to the ODWO and when the MOE practices for newly
issued certificates changed in the 1990s. The installation of continuous chlo-
rine residual and turbidity monitors at Well 5 would have prevented the
Walkerton tragedy. It is very probable that the inclusion of the model operat-
ing conditions relating to the maintenance of a total chlorine residual of
0.5 mg/L after 15 minutes of contact time, coupled with effective enforce-
ment, would have significantly reduced the scope of the outbreak.

11.2 The Inspections Program

The MOE inspected the Walkerton water system in 1991, 1995, and 1998. At
the time of the three inspections, problems existed relating to water safety.
Inspectors identified some of them, but unfortunately two of the most signifi-
cant problems – the vulnerability of Well 5 to surface contamination, and the
improper chlorination and monitoring practices of the PUC – went undetec-
ted. As events turned out, these problems had a direct impact on the May
2000 tragedy.

In the course of the inspections, Well 5 was not assessed, and therefore was not
identified as a groundwater source that was under the direct influence of sur-
face water. The inspectors proceeded as if Well 5 were a secure groundwater
source, and their reports made no reference to the surface water influence.
This occurred even though information that should have prompted a close
examination of the vulnerability of Well 5 was available in MOE files. In my
view, the inspections program was deficient in that the inspectors were not
directed to look at relevant information about the security of water sources.

The second problem not addressed in the three inspection reports was the
improper chlorination and monitoring practices of the PUC, discussed above.
The evidence of these practices was there to be seen in the operating records
maintained by the PUC. A proper examination of the daily operating sheets
would have disclosed the problem. However, the inspections program was de-
ficient in that the inspectors were not instructed to carry out a thorough review
of operating records.

Although the MOE was not aware of the Walkerton PUC’s improper chlori-
nation and monitoring practices, I am satisfied that if the ministry had prop-
erly followed up on the operational problems identified in the 1998 inspection
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report, the unacceptable treatment and monitoring practices would have (or at
least should have) been discovered. Specifically, E. coli was being detected in
the treated water with increasing frequency and three successive inspections
had measured chlorine residuals in treated water at less than the required
0.5 mg/L. Moreover, the Walkerton PUC had repeatedly failed to submit the
required number of samples for microbiological testing. All of this should have
led the MOE to conduct a follow-up inspection after 1998, preferably an un-
announced inspection. However, two years and three months later, when the
tragedy struck, no further inspection had even been scheduled.

I am satisfied that a properly structured and administered inspections program
would have discovered, before the May 2000 outbreak, both the vulnerability
of Well 5 and the PUC’s unacceptable chlorination and monitoring practices.
Had these problems been uncovered, steps could have been taken to address
them, and thus to either prevent the outbreak or substantially reduce its scope.

11.3 Voluntary and Mandatory Abatement

In the years preceding May 2000, the MOE became aware on several occasions
that the Walkerton PUC was not conforming with the ministry’s minimum
microbiological sampling program and that it was not maintaining a mini-
mum total chlorine residual of 0.5 mg/L. Despite repeated assurances that it
would conform with the MOE’s requirements, the PUC failed to do so. These
ongoing failures indicated a poorly operated water facility. The MOE took no
action to legally enforce the treatment and monitoring requirements that were
being ignored. Instead, it relied on a voluntary approach to abatement. This
was consistent with the culture in the MOE at the time.

After its inspection of Walkerton’s water system in 1998, the MOE should
have issued a Director’s Order to compel the Walkerton PUC to comply with
the requirements for treatment and monitoring. It is possible that if the MOE
had issued such an order in 1998, the PUC would have responded properly,
taken the treatment and monitoring requirements more seriously, and brought
its practices into line. If, however, the PUC had continued to ignore the newly
mandated requirements, it seems likely that with proper follow-up the MOE
would have discovered that the PUC was not in compliance and would have
been in a position to ensure that the appropriate corrective actions were taken.
As I have said, proper chlorination and monitoring would have made a differ-
ence in May 2000.
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11.4 Operator Certification and Training

Stan and Frank Koebel had extensive experience in operating the Walkerton
water system, but they lacked knowledge in two very important areas. They
did not appreciate either the seriousness of the health risks arising from
contaminated drinking water or the seriousness of their failure to treat and
monitor the water properly. They mistakenly believed that the untreated water
supplying the Walkerton wells was safe.

Managing a municipal water system involves enormous responsibility.
Competent management entails knowing more than how to operate the
system mechanically or what to do under normal circumstances. Competence
must also include an appreciation of the nature of the risks to water safety and
an understanding of how protective measures, like chlorination
and chlorine residual and turbidity monitoring, work to protect water safety.
Stan and Frank Koebel did not have this knowledge. In that sense, they were
not qualified to hold their respective positions within the Walkerton PUC.

Stan and Frank Koebel were certified as class 3 water operators at the time of
the outbreak. They had obtained their certification through a “grandparenting”
scheme based solely on their experience. They were not required to take a
training course or to pass any examinations in order to be certified. Nonetheless, I
conclude that at the time when mandatory certification was introduced, it was
not unreasonable for the government to make use of grandparenting, provided
that adequate mandatory training requirements existed for grandparented
operators.

After the introduction of mandatory certification in 1993, the MOE required
40 hours of training a year for each certified operator. Stan and Frank Koebel
did not take the required amount of training, and the training they did
take did not adequately address drinking water safety. I am satisfied that the
40-hour requirement should have been more focused on drinking water safety
issues and, in the case of Walkerton, more strictly enforced.

It is difficult to say whether Stan and Frank Koebel would have altered their
improper practices if they had received appropriate training. However, I can
say that proper training would have reduced the likelihood that they would
have continued their improper practices.
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11.5 Other Deficiencies

The deficiencies I have described above are the most significant in terms of
the effect of MOE policies on the tragedy in Walkerton. However, there were
other shortcomings in MOE policies and programs that are relevant to the
events in Walkerton. These inadequacies arose in the MOE’s management of
information, the training of its personnel, and the use of guidelines rather than
legally binding regulations to set out the requirements for chlorination and
monitoring. I summarize these deficiencies in this section.

The MOE did not have an information system that made critical information
about the history of vulnerable water sources, like Well 5, accessible to those
responsible for ensuring that proper treatment and monitoring were taking
place. On several occasions in the 1990s, having had access to this information
would have enabled ministry personnel to be fully informed in making deci-
sions about current circumstances and the proper actions to be taken.

By the mid-1990s, when the water quality at Walkerton began to show signs of
deterioration, certain important documents were no longer readily accessible
to those who were responsible for overseeing the Walkerton water facility.
Indirectly, at least, the lack of a proper information system contributed to the
failures of the MOE referred to above.

With respect to training, evidence at the Inquiry showed that personnel in the
MOE’s Owen Sound office were unaware of certain matters that were essential
to carrying out their responsibilities in overseeing the Walkerton water facility.
In particular, several environmental officers were unaware that E. coli was
potentially lethal. It would seem critical that those who are responsible for
overseeing municipal water systems, and who might have to coordinate responses
to adverse water results, should fully appreciate the potential consequences of
threats to water safety.

The effect of this lack of training on what happened in Walkerton in
May 2000 is difficult to measure, but it may have had an impact on some
decisions affecting Walkerton relating to the inspections and abatement
programs.

In the exercise of its regulatory and oversight responsibilities for municipal
water systems, the MOE developed and regularly applied two sets of guide-
lines or policies: the ODWO and the Chlorination Bulletin. I am satisfied that
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matters as important to water safety and public health as those set out in these
guidelines should instead have been covered by regulations – which, unlike guide-
lines, are legally binding. Two possible effects on Walkerton arose from the use
of guidelines rather than regulations. Stan and Frank Koebel, despite their
belief that the untreated water at Walkerton was safe, would no doubt have
been less comfortable ignoring a legally binding regulation than a guideline.

Moreover, the use of guidelines may have affected the MOE’s failure to invoke
mandatory abatement measures and to conduct a follow-up to the 1998 in-
spection. Had the Walkerton PUC been found to be in non-compliance with
a legally enforceable regulation, as opposed to a guideline, it is more likely that
the MOE would have taken stronger measures to ensure compliance – such as
the use of further inspections, the issuance of a Director’s Order, or enforce-
ment proceedings.

I note, however, that prior to the events in Walkerton there was no initiative,
either from within or outside the MOE, to include these guidelines’ require-
ments for treatment and monitoring in legally enforceable regulations.

11.6 Summary

I am satisfied that if the MOE had adequately fulfilled its regulatory and over-
sight role, the tragedy in Walkerton would have been prevented (by the instal-
lation of continuous monitors) or at least significantly reduced in scope.

It is worth observing that since the Walkerton tragedy, the government has
recognized that improvements were needed in virtually all of the areas where I
identify deficiencies and has taken steps to strengthen the MOE’s regulatory or
oversight role. In my view, though, more changes are required. I make some
specific recommendations regarding the MOE’s role in the Part 1 report, and I
will make extensive recommendations about the regulation and oversight of
water systems in the Part 2 report of this Inquiry.
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12 The Failure to Enact a Notification Regulation

At the time of the Walkerton outbreak, the government did not have a legally
enforceable requirement21  for the prompt and direct reporting of adverse results
from drinking water tests to the MOE and to local Medical Officers of Health.
This contributed to the extent of the outbreak in Walkerton in May 2000.

For years, the government had recognized that the proper reporting of adverse
test results is important to public health. The ODWO directs testing laborato-
ries to report any indicators of unsafe water quality to the local MOE office,
which in turn is directed to notify22 the local Medical Officer of Health. The
Medical Officer of Health then decides whether to issue a boil water advisory.

When government laboratories conducted all of the routine drinking water
tests for municipal water systems throughout the province, it was acceptable to
keep the notification protocol in the form of a guideline under the ODWO
rather than in a legally enforceable form – that is, a law or regulation. How-
ever, the entry of private laboratories into this sensitive public health area in
1993, and the wholesale exit of all government laboratories from routine test-
ing of municipal water samples in 1996, made it unacceptable to let the noti-
fication protocol remain in the form of a legally unenforceable guideline.

This was particularly so since at the time, private environmental laboratories
were not regulated by the government. No criteria had been established to
govern the quality of testing, no requirements existed regarding the qualifica-
tions or experience of laboratory personnel, and no provisions were made for
licensing, inspection, or auditing by the government.

Starting in 1993, a small number of municipalities began to use private labora-
tories for microbiological testing. In 1996, however, as part of the government’s
program of budget reductions, the government stopped conducting any rou-

21 Although in this section I refer to such requirements as “regulations,” I note that the government
could also have passed a statute instead of a regulation.
22 The terms “notify” and “report” are used interchangeably in the documents, the evidence, and
the report.
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tine drinking water tests for municipalities – that is, it fully privatized labora-
tory testing.23

At the time, the government was aware of the importance of requiring testing
laboratories to directly notify the MOE and the local Medical Officer of Health
about adverse test results. At the time of privatization in 1996, the MOE sent
a guidance document to those municipalities that requested it. The document
strongly recommended that a municipality include in any contract with a pri-
vate laboratory a clause specifying that the laboratory notify the MOE and the
local Medical Officer of Health directly of adverse test results. There is no
evidence that the Walkerton PUC either requested or received this document.

Before 1996, the government was aware of cases in which local Medical Offic-
ers of Health had not been notified of adverse test results from municipal
water systems. After privatization in 1996, the government did not implement
a program to monitor the effect of privatization on the notification procedures
followed whenever adverse results were found. When the MOE became aware
that some private sector laboratories were not notifying the ministry about
adverse results as specified in the ODWO, its response was piecemeal and
unsatisfactory. Importantly, senior MOE management did not alert the local
MOE offices that they should monitor and follow up on the notification issue.

In 1997, the Minister of Health took the unusual step of writing to the Minister
of the Environment to request that legislation be amended, or assurances be
given, to ensure that the proper authorities would be notified of adverse re-
sults. The Minister of the Environment declined to propose legislation, indi-
cating that the ODWO dealt with this issue. He invited the Minister of Health
to address the matter through the Drinking Water Coordination Committee,
which included staff from both of their ministries. Nothing else happened
until after the tragedy in Walkerton. Only then did the government enact a
regulation requiring laboratories to directly notify the MOE and the local
Medical Officer of Health of adverse test results.

23 I use the term “privatization” throughout this section. This term is used extensively in the
evidence, in many documents, and in the submissions of the parties. In the context of this Inquiry,
the term refers to the government’s 1996 discontinuation of all routine microbiological testing for
municipal water systems – a move that resulted in the large majority of municipal systems turning
to private sector laboratories for routine water testing. Municipalities are not required to use private
laboratories: a few larger municipalities operate their own. Practically speaking, however, the large
majority have no option other than to use private laboratories.
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I am satisfied that the regulatory culture created by the government through
the Red Tape Commission review process discouraged any proposals to make
the notification protocol for adverse drinking water results legally binding on
the operators of municipal water systems and private laboratories. On several
occasions, concerns were expressed by officials in the Ministry of Health, as
well as in the MOE, regarding failures to report adverse water results to local
Medical Officers of Health in accordance with the ODWO protocol. Despite
these concerns, the government did not enact a regulation to make notifica-
tion mandatory until after the Walkerton tragedy. The evidence showed that
the concept of a notification regulation would likely have been “a non-starter,”
given the government’s focus on minimizing regulation.

The laboratory used by Walkerton in May 2000, A&L Canada Laboratories,
was unaware of the notification protocol outlined in the ODWO. A&L noti-
fied the Walkerton PUC, but not the MOE or the local Medical Officer of
Health, of the critical adverse results from the May 15 samples. Both the fact
that this was an unregulated sector and the fact that the ODWO was  a guide-
line, not a regulation, help explain why A&L was unaware of the protocol.

In my view, it was not reasonable for the government, after the privatization of
water testing, to rely on the ODWO – a guideline – to ensure that laboratories
would notify public health and environmental authorities directly of adverse
results. The government should have enacted a regulation in 1996 to mandate
direct reporting by testing laboratories of adverse test results to the MOE and
to local Medical Officers of Health. Instead, it enacted such a regulation only
after the Walkerton tragedy.

If, in May 2000, the notification protocol had been contained in a legally
enforceable regulation applicable to private sector laboratories, I am satisfied
that A&L would have informed itself of the protocol and complied with it.
The failure of A&L to notify the MOE and the local Medical Officer of Health
of the adverse results from the May 15 samples was the result of the government’s
failure to enact a notification regulation. Had the local Medical Officer of
Health been notified of the adverse test results on May 17, as he should have
been, he would have issued a boil water advisory before May 21 – by May 19
at the latest. An advisory issued on May 19 would very likely have prevented
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the illnesses of at least 300 to 400 people, although it is unlikely that any of the
deaths would have been avoided.24

13 Budget Reductions

The budget reductions had two types of impact on Walkerton. The first
stemmed from the decision to cut costs by privatizing laboratory testing of
water samples in 1996 and, in particular, the way in which that decision was
implemented. As discussed above, the government’s failure to enact a regula-
tion to legally require testing laboratories to promptly report test results indi-
cating unsafe drinking water directly to the MOE and the local Medical Officer
of Health contributed to the extent of the May 2000 Walkerton outbreak.

The second impact on Walkerton of the budget reductions relates to the MOE
approvals and inspections programs. The budget reductions that began in 1996
made it less likely that the MOE would pursue proactive measures that would
have identified the need for continuous monitors at Well 5 or would have
detected the Walkerton PUC’s improper chlorination and monitoring practices –
steps that would, respectively, have prevented the outbreak or reduced its scope.

The MOE’s budget had already been reduced between 1992 and 1995. After
the new government was elected in 1995, however, the MOE’s budget under-
went substantial further reductions. By 1998–99, the ministry’s budget had
been reduced by more than $200 million – resulting, among other effects, in
its staff complement being cut by more than 750 employees (a reduction of
over 30%). The reductions were initiated by the central agencies of the govern-
ment,25 rather than from within the MOE, and they were not based on an
assessment of what was required to carry out the MOE’s statutory
responsibilities.

Before the decision was made to significantly reduce the MOE’s budget in
1996, senior government officials, ministers, and the Cabinet received numer-
ous warnings that the impacts could result in increased risks to the environ-
ment and human health. These risks included those resulting from reducing
the number of proactive inspections – risks that turned out to be relevant to

24 If the boil water advisory had been issued on May 18, approximately 400 to 500 illnesses would
have been avoided. It is possible that one death might have been prevented.
25 The “central agencies” include the Management Board Secretariat, the Ministry of Finance, the
Cabinet Office, and the Premier’s Office.
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the events in Walkerton. The decision to proceed with the budget reductions
was taken without either an assessment of the risks or the preparation of a risk
management plan. There is evidence that those at the most senior levels of
government who were responsible for the decision considered the risks to be
manageable. But there is no evidence that the specific risks, including the risks
arising from the fact that the notification protocol was a guideline rather than
a regulation, were properly assessed or addressed.

In February 1996, the Cabinet approved the budget reductions in the face of
the warnings of increased risk to the environment and human health.

14 Other Government Programs

The Inquiry heard evidence about a number of other government programs or
policies that I conclude did not have an effect on the events in Walkerton.
However, I consider it useful to briefly set out the nature of some of this evi-
dence and the reasons for my conclusions. I do so in Chapter 12 of the report.

15 Recommendations

A purpose of the Inquiry is to inquire into and report on what happened and
the causes of the tragedy, including how it might have been prevented. I do not
interpret the mandate as narrowly limiting my findings and conclusions to
only those that trigger recommendations. Knowing what happened in
Walkerton will assist in a general sense in ensuring the future safety of drinking
water in Ontario.

In the Part 2 report of this Inquiry, I will be making comprehensive recom-
mendations relating to all aspects of the drinking water system in Ontario,
including the protection of drinking water sources; the treatment, distribu-
tion, and monitoring of drinking water; the operation and management of
water systems; and the full range of functions involved in the provincial regula-
tory role. In the Part 1 report, however, I do include some recommendations –
those that relate to the findings I reach in this report. The recommendations
included in the Part 1 report are not intended to be comprehensive. They will
fit into and form part of the broader framework being recommended in the
Part 2 report.
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Item

Tracking Status

• City Council adopted this item on November 27, 2012 with amendments.

• This item was considered by Public Works and Infrastructure Committee on November 14, 2012 

and was adopted with amendments. It will be considered by City Council on November 27, 2012.

City Council consideration on November 27, 2012

PW19.6 ACTION Amended Ward: All 

Source Water Protection Plan for City of Toronto Water Treatment 
Plants

City Council Decision
City Council on November 27, 28 and 29, 2012, adopted the following:

1.         City Council acknowledge the work of the Credit Valley, Toronto and Region, Central 
Ontario (CTC) Source Protection Committee and confirm support for the CTC Source 
Protection Plan submitted to the Ontario Minister of the Environment on October 22, 
2012.

2.         City Council formally endorse the Lake Ontario policies, which are intended to protect 
the City of Toronto’s drinking water source, that are contained in the CTC Source 
Protection Plan.

3.         City Council remind the Ontario Minister of the Environment, that the Ministry of the 
Environment has a duty to protect and enhance the near shore water quality of Lake 
Ontario.

4.         City Council strongly urge the Ontario Minister of the Environment to accept 
responsibility and acknowledge the Ministry of the Environment as the “Implementing 
Body” for the purpose of the Lake Ontario policies contained in the CTC Source 
Protection Plan. 

5.         City Council forward a copy of this Item to municipalities located along the north shore 
of Lake Ontario and which operate water treatment facilities and rely on Lake Ontario 
for their source water.

6.         City Council request and encourage municipalities that have water treatment plant 
intakes located along the north shore of Lake Ontario to:
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a.         remind the Ontario Minister of the Environment that the Ministry of the 
Environment has a duty to protect and enhance the near shore water quality of 
Lake Ontario; and,

b.         strongly urge the Ontario Minister of the Environment to accept responsibility 
and acknowledge the Ministry of the Environment as the “Implementing Body" 
for the purpose of Lake Ontario policies contained in the CTC Source Protection 
Plan.

7.         City Council request the Chair, Public Works and Infrastructure Committee and 
appropriate City staff to arrange a meeting with the Minister of the Environment and 
representatives from Toronto Public Health and the CTC Source Protection Committee 
to inform the Minister of:

i.          the threats to Lake Ontario based water treatment plant intakes; and

ii.          the importance of approving all of the Lake Ontario Policies contained within 
the CTC Source Protection Plan.

8.         City Council direct the General Manager, Toronto Water to report to the Public Works 
and Infrastructure Committee once a formal response on the approval of the CTC 
Source Protection Plan, and the Lake Ontario Policies contained in the Plan, has been 
received from the Minister of the Environment.

Background Information (Committee)
(November 2, 2012) Report from the General Manager, Toronto Water, on Source Water 
Protection Plan for the City of Toronto Water Treatment Plants
(http://www.toronto.ca/legdocs/mmis/2012/pw/bgrd/backgroundfile-51737.pdf)

Background Information (City Council)
(November 26, 2012) Supplementary report from the General Manager, Toronto Water on the 
Source Water Protection Plan for City of Toronto Water Treatment Plants (PW19.6a)
(http://www.toronto.ca/legdocs/mmis/2012/cc/bgrd/backgroundfile-52490.pdf)

Motions (City Council)
1a - Motion to Amend Item (Additional) moved by Councillor Gord Perks (Carried)
That City Council adopt the following recommendations contained in the report (November 26, 
2012) from the General Manager, Toronto Water (PW19.6a):

1.         City Council forward a copy of this report to municipalities located along the north 
shore of Lake Ontario and which operate water treatment facilities and rely on Lake 
Ontario for their source water.

2.         City Council request and encourage municipalities that have water treatment plant 
intakes located along the north shore of Lake Ontario to:

a.         remind the Ontario Minister of the Environment that the Ministry of the 
Environment has a duty to protect and enhance the near shore water quality of 
Lake Ontario; and,
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b.         strongly urge the Ontario Minister of the Environment to accept responsibility 
and acknowledge the Ministry of the Environment as the “Implementing Body" 
for the purpose of Lake Ontario policies contained in the CTC Source Protection 
Plan.

Vote (Amend Item (Additional))
Nov-28-2012 8:11 PM

Result: Carried Majority Required - PW19.6 - Perks - motion 1a

Yes: 40

Maria Augimeri, Ana Bailão, Michelle Berardinetti, Shelley Carroll, Raymond 

Cho, Josh Colle, Gary Crawford, Vincent Crisanti, Janet Davis, Glenn De 

Baeremaeker, Mike Del Grande, Frank Di Giorgio, Sarah Doucette, Paula 

Fletcher, Doug Ford, Rob Ford, Mary Fragedakis, Mark Grimes, Doug 

Holyday, Norman Kelly, Mike Layton, Chin Lee, Gloria Lindsay Luby, Josh 

Matlow, Pam McConnell, Mary-Margaret McMahon, Joe Mihevc, Peter 

Milczyn, Denzil Minnan-Wong, Frances Nunziata (Chair), Cesar Palacio, 

John Parker, James Pasternak, Gord Perks, Anthony Perruzza, Jaye 

Robinson, David Shiner, Karen Stintz, Adam Vaughan, Kristyn Wong-Tam 

No: 0

Absent: 5
Paul Ainslie, John Filion, Giorgio Mammoliti, Ron Moeser, Michael 

Thompson 

1b - Motion to Amend Item (Additional) moved by Councillor Gord Perks (Carried)
That:

1.         City Council request the Chair, Public Works and Infrastructure Committee and 
appropriate City staff to arrange a meeting with the Minister of the Environment and 
representatives from Toronto Public Health and the CTC Source Protection Committee 
to inform the Minister of:

i.          the threats to Lake Ontario based water treatment plant intakes; and

ii.          the importance of approving all of the Lake Ontario Policies contained within 
the CTC Source Protection Plan.

2.         City Council direct the General Manager, Toronto Water to report to the Public Works 
and Infrastructure Committee once a formal response on the approval of the CTC 
Source Protection Plan, and the Lake Ontario Policies contained therein, has been 
received from the Minister of the Environment.

Vote (Amend Item (Additional))
Nov-28-2012 8:12 PM

Result: Carried Majority Required - PW19.6 - Perks - motion 1b

Yes: 40 Maria Augimeri, Ana Bailão, Michelle Berardinetti, Shelley Carroll, Raymond 

Cho, Josh Colle, Gary Crawford, Vincent Crisanti, Janet Davis, Glenn De 
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Baeremaeker, Mike Del Grande, Frank Di Giorgio, Sarah Doucette, Paula 

Fletcher, Doug Ford, Rob Ford, Mary Fragedakis, Mark Grimes, Doug 

Holyday, Norman Kelly, Mike Layton, Chin Lee, Gloria Lindsay Luby, Josh 

Matlow, Pam McConnell, Mary-Margaret McMahon, Joe Mihevc, Peter 

Milczyn, Denzil Minnan-Wong, Frances Nunziata (Chair), Cesar Palacio, 

John Parker, James Pasternak, Gord Perks, Anthony Perruzza, Jaye 

Robinson, David Shiner, Karen Stintz, Adam Vaughan, Kristyn Wong-Tam 

No: 0

Absent: 5
Paul Ainslie, John Filion, Giorgio Mammoliti, Ron Moeser, Michael 

Thompson 

Motion to Adopt Item as Amended (Carried)

Vote (Adopt Item as Amended)
Nov-28-2012 8:13 PM

Result: Carried Majority Required - PW19.6 - Adopt the item as amended

Yes: 40

Maria Augimeri, Ana Bailão, Michelle Berardinetti, Shelley Carroll, Raymond 

Cho, Josh Colle, Gary Crawford, Vincent Crisanti, Janet Davis, Glenn De 

Baeremaeker, Mike Del Grande, Frank Di Giorgio, Sarah Doucette, Paula 

Fletcher, Doug Ford, Rob Ford, Mary Fragedakis, Mark Grimes, Doug 

Holyday, Norman Kelly, Mike Layton, Chin Lee, Gloria Lindsay Luby, Josh 

Matlow, Pam McConnell, Mary-Margaret McMahon, Joe Mihevc, Peter 

Milczyn, Denzil Minnan-Wong, Frances Nunziata (Chair), Cesar Palacio, 

John Parker, James Pasternak, Gord Perks, Anthony Perruzza, Jaye 

Robinson, David Shiner, Karen Stintz, Adam Vaughan, Kristyn Wong-Tam 

No: 0

Absent: 5
Paul Ainslie, John Filion, Giorgio Mammoliti, Ron Moeser, Michael 

Thompson 

Public Works and Infrastructure Committee consideration on November 14, 2012

Source: Toronto City Clerk at www.toronto.ca/council
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STAFF REPORT 
INFORMATION ONLY  

Update on Progress of Community Garden Action Plan  

Date: July 29, 2014 

To: Parks and Environment Committee 

From: Acting General Manager, Parks, Forestry & Recreation 

Wards: All 

Reference 
Number: 

P:\2014\Cluster A\PFR\PE29-081514-AFS#20007 

 

SUMMARY 

 

At its June 23, 2014 meeting, Parks and Environment Committee requested City Staff to 
report on the number of established community gardens in the City. In 1999, City 
Council adopted the Community Garden Action Plan 
www.toronto.ca/legdocs/1999/agendas/council/cc/cc990706/edp1rpt/cl009.htm

 

which set 
out to establish at least one community garden in every ward to promote local food 
production and food security.  To date, there are 60 community gardens in 28 wards on 
lands owned or managed by Parks, Forestry & Recreation and 2 outstanding requests for 
new community gardens being processed in 2014.   

In keeping with the 1999 City Council direction and the Council approved Parks Plan 
(2013), the Community Gardens Program will continue to focus on the goal of 
establishing at least one community garden in each ward of the city. Parks, Forestry & 
Recreation will expand the educational component of the program by increasing the 
number of workshops delivered and seeking additional opportunities to share information 
with the public. 

Financial Impact 
There is no financial impact contained in this report.   

 

DECISION HISTORY 
At the June 23, 2014 meeting of the Parks and Environment Committee, the Committee 
referred item 2014-PE28.7, to the Acting General Manager, Parks, Forestry & 
Recreation, for a report on the number of established community gardens in the City to 
the August 15, 2014 Parks and Environment Committee meeting.  
http://app.toronto.ca/tmmis/viewAgendaItemHistory.do?item=2014.PE28.7

 

http://www.toronto.ca/legdocs/1999/agendas/council/cc/cc990706/edp1rpt/cl009.htm
http://app.toronto.ca/tmmis/viewAgendaItemHistory.do?item=2014.PE28.7
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ISSUE BACKGROUND  

The Community Gardens Program was established in 1997 as a partnership between 
Toronto Parks, Forestry & Recreation, FoodShare, and Toronto Public Health (Food 
Policy Council). Together the Program created the “Just Grow It” youth training and 
mentoring project, where 14 youth were hired to help neighbourhood organizations 
establish community gardens in local parks, while the youth developed life and 
horticultural skills.   

Recognizing the social and environmental value of community gardens, City Council 
endorsed the Community Garden Action Plan in 1999, which seeks to establish a 
community garden in every ward.  Since then, community gardening has also become a 
key component of numerous City strategies to build a sustainable, healthy, and inclusive 
Toronto, including the Environmental Plan (2000), Food and Hunger Action Plan (2001), 
Climate Change, Clean Air & Sustainability Action Plan (2007), Toronto Official Plan 
(2010), Toronto Food Strategy (2010), GrowTO: An Urban Agriculture Action Plan for 
Toronto (2012) and Parks Plan (2013).  

The City of Toronto also offers children's gardening eco programs and allotment gardens. 
The children’s gardening eco programs educate children and families about 
environmental, physical and social health by providing a variety of food growing and 
cooking opportunities. Using Toronto’s gardens, parks and ravines, children are able to 
explore and investigate an outstanding urban natural environment.   

Allotment gardens are spaces where residents may grow food for themselves and their 
families. Residents apply for and pay a seasonal fee for a Parks, Forestry & Recreation 
allotment garden plot. Allotment gardens are an important part of a thriving urban 
agriculture movement in Toronto; which includes farmers' markets, bake ovens, and a 
variety of other activities that are cultivating a healthier, more sustainable city.  

COMMENTS 

Status of Community Gardens 
To date, there are 60 community gardens on lands owned or managed by Parks, Forestry 
& Recreation and 2 outstanding requests for new community gardens being processed in 
2014. These proposed two locations are:  Ravina Community Garden (Ward 13) and 
West Lodge Park (Ward 14).   

Community Garden Implementation 
In order to establish a community garden in a park, a group of local residents/agencies 
would need to be identified as the main governing body that takes responsibility for 
ensuring the upkeep and maintenance of the garden. The group would need to follow our 
community garden application and implementation process which takes approximately 9 
months to complete.   



 

Staff report for information on Community Garden Action Plan Progress 3 

The main steps of this process involve: submission of an application proposal, site 
meeting with Parks staff to select a suitable location for the garden, community 
consultation meeting organized through the Ward Councillor's office, soil testing and 
garden installation. 

Challenges to Community Garden Implementation 
Some concerns have been raised about the implementation process for community 
gardens taking a long time to complete with too many steps.  Our community garden 
implementation process ensures community groups have the capacity to maintain 
community gardens over the long term through committed membership, sound 
governance, and effective volunteer engagement. The process also provides an 
opportunity for all community stakeholders to participate in decision-making about 
proposed gardens.   

The primary challenge to community garden installation is often group capacity. Some 
community groups do not have the capacity to complete the process due to a number of 
factors such as changes in group leadership, decline in membership commitment, and 
inability to enlist stakeholder support.  In addition, site history and conditions of potential 
community garden locations may have a bearing on the length of time it takes to 
complete the implementation process. 

Community Gardens  

  # of community gardens  (See Appendix A) 60 

  # of new community gardens in process  2 

  # of community garden volunteers engaged annually ~1,800 - 7,200 

  # of wards with community gardens  28 

Children's Gardening Eco Programs  

  # of children's gardens (See Appendix B) 13 

  # of children's gardening eco program sites 20 

  # of children's garden eco program volunteers 160 

  # of wards with children's gardens 11 

Allotment Gardens 

  # of allotment gardens (See Appendix C) 13  

  # of allotment garden plots  1,684 

  # of wards with allotment gardens 12 
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CONCLUSION 
Investment and activities over the next five years will focus on achieving the goal of one 
community garden per ward, and on garden renewal and repair. Emphasis will also be 
placed on further expanding the reach and impact of the program through enhanced 
public interpretation and education. 

CONTACT 
Garth Armour, Manager, Horticulture and Greenhouses, Parks, Forestry & Recreation, 
Tel: 416-392-0360, Fax: 416-338-1057, E-mail: garmour@toronto.ca

  

Solomon Boyé, Supervisor, Community Gardens & Urban Farms, Parks, Forestry & 
Recreation, Tel.: 416-392-7800, Fax: 416-392-1335, E-mail: sboye@toronto.ca

   

SIGNATURE    

_______________________________  

Janie Romoff 
Acting General Manager 
Parks, Forestry & Recreation  

ATTACHMENTS  

Appendix A – Community Garden Locations 
Appendix B – Children's Garden Locations 
Appendix C – Allotment Garden Locations                  
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Appendix A – Community Garden Locations 

   

Community Garden Location Information 

 

Panorama Park Community Garden  
31 PANORAMA COURT  
Toronto, ON M9V 4E3   Ward 1 Etobicoke North 
Jamestown Community Garden 
10 RAMPART ROAD  
Toronto, ON M9V 4L9   Ward 1 Etobicoke North 
Bell Manor Park Community Garden 
323 PARK LAWN ROAD  
Toronto, ON M8Y 3K3   Ward 5 Etobicoke Lakeshore 
New Horizons Community Garden 
3216 BLOOR STREET WEST 
Toronto, ON M8X 1E1  Ward 5 Etobicoke Lakeshore  
Cronin Park Community Garden. 
404 BURNHAMTHORPE ROAD  
Toronto, ON M9B 2A8   Ward 5 Etobicoke Lakeshore 
Oakdale Community Garden 
350 GRANDRAVINE DRIVE  
Toronto, ON M3N 1J4   Ward 8 York West 
Rockford Park Community Garden 
70 ROCKFORD ROAD  
Toronto, ON M2R 3A7   Ward 10 York Centre 
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Emmett Ave. Community Garden 
101 EMMETT AVENUE  
Toronto, ON M6M 1V7  Ward 11 York South – Weston 
Rockcliffe Demonstration and Teaching Garden and Greenhouses 
301 ROCKCLIFFE BOULEVARD  
Toronto, ON M6N 5G6  Ward 11 York South – Weston 
Peer Nutrition Community Garden 
301 ROCKCLIFFE BOULEVARD  
Toronto, ON M6N 5G6   Ward 11 York South – Weston 
Rockcliffe Juniors' Garden  
301 ROCKCLIFFE BOULEVARD  
Toronto, ON M6N 5G6   Ward 11 York South – Weston 
Unison Health & Community Services Community Garden 
746 JANE STREET  
Toronto, ON M6N 4B2   Ward 11 York South – Weston 
HOPE Garden 
212 COWAN AVENUE  
Toronto, ON M6K 2N6   Ward 14 Parkdale - High Park 
Youth Garden 
185 CLOSE AVENUE  
Toronto, ON M6K 2V6  Ward 14 Parkdale - High Park 
Leila Lane Community Garden 
2A FLEMINGTON ROAD  
Toronto, ON M6A 2N4   Ward 15 Eglinton – Lawrence 
Amaranth Community Garden 
2A FLEMINGTON ROAD  
Toronto, ON M6A 2N4  Ward 15 Eglinton – Lawrence 
Flemington Community Garden 
2A FLEMINGTON ROAD  
Toronto, ON M6A 2N4  Ward 15 Eglinton – Lawrence 
Varna Community Garden 
2A FLEMINGTON ROAD  
Toronto, ON M6A 2N4   Ward 15 Eglinton – Lawrence 
Lawrence Heights Community Garden 
5 REPLIN ROAD  
Toronto, ON M6A 2M8  Ward 15 Eglinton – Lawrence 
Eglinton Park Heritage Garden. 
200 EGLINTON AVENUE WEST 
Toronto, ON M4R 1A7  Ward 16 Eglinton – Lawrence 
Earlscourt Park Community Garden 
1200 LANSDOWNE AVENUE  
Toronto, ON M6H 3Z8   Ward 17 Davenport 
Perth - Dupont Community Garden. 
431 PERTH AVENUE  
Toronto, ON M6P 3X2  Ward 18 Davenport 
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Dufferin Grove Community Gardens 
875 DUFFERIN STREET  
Toronto, ON M6H 4J3 Ward 18 Davenport 
Trinity Bellwoods Community Garden 
1053 DUNDAS STREET WEST 
Toronto, ON M6J 1G3   Ward 19 Trinity Spadina 
Fred's Wildflower Garden 
155 ROXTON ROAD  
Toronto, ON M6J 2Y4  Ward 19 Trinity Spadina 
Irene Park Horticulture Community Garden 
760 SHAW STREET  
Toronto, ON M6G 1M2   Ward 19 Trinity Spadina 
Northumberland Community Garden 
770 OSSINGTON AVENUE  
Toronto, ON M6G 3V1   Ward 19 Trinity Spadina 
Christie Pits Community Garden 
750 BLOOR STREET WEST 
Toronto, ON M6G 3K4   Ward 19 Trinity Spadina 
Huron St. Garden 
180 HURON STREET  
Toronto, ON M5T 2B4   Ward 20 Trinity Spadina 
Ecology Park Community Garden 
10 MADISON AVENUE  
Toronto, ON M5R 2S1   Ward 20 Trinity Spadina 
Alexandra Park Diversity Garden 
275 BATHURST STREET  
Toronto, ON M5T 2W6   Ward 20 Trinity Spadina 
Scadding Court Urban Agriculture Program 
707 DUNDAS STREET WEST 
Toronto, ON M5T 2W6   Ward 20 Trinity Spadina 
Alex Wilson Community Garden 
552 RICHMOND STREET WEST 
Toronto, ON M5V 1T1   Ward 20 Trinity Spadina 
Hillcrest Park Community Garden 
950 DAVENPORT ROAD  
Toronto, ON M6G 4C6   Ward 21 St. Paul's 
Garrison Creek Park Community Garden. 
1090 SHAW STREET  
Toronto, ON M6G 4B4   Ward 21 St. Paul's 
Cedarvale Park Community Children's Garden 
443 ARLINGTON AVENUE  
Toronto, ON M6C 3A4    Ward 21 St. Paul's 
Frankel Lambert Park Community Garden 
340 CHRISTIE STREET  
Toronto, ON M6G 3Y1   Ward 21 St. Paul's 
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Ben Nobleman Park Community Orchard 
1075 EGLINTON AVENUE WEST 
Toronto, ON M6C 2E1       Ward 21 St. Paul's 
Oriole Park Community Garden 
201 ORIOLE PARKWAY  
Toronto, ON M5P 2H4       Ward 22 St. Paul's 
Parkview Neighbourhood Garden 
293 DORIS AVENUE  
Toronto, ON M2N 3Y2       Ward 23 Willowdale 
Flemingdon Park Community Garden 
150 GRENOBLE DRIVE  
Toronto, ON M3C 1E3      Ward 26 Don Valley West 
Thorncliffe Park Garden Club Community Garden 
50 BETH NEALSON DRIVE  
Toronto, ON M4H 1M6    Ward 26 Don Valley West 
Thorncliffe Family Garden. 
46 THORNCLIFFE PARK DRIVE  
Toronto, ON M4H 1J7        Ward 26 Don Valley West 
Moss Park Community Kitchen Garden 
150 SHERBOURNE STREET  
Toronto, ON M5A 2R6     Ward 27 Toronto Centre – Rosedale 
Prospect St. Community Garden 
35 PROSPECT STREET  
Toronto, ON M4X 1C9   Ward 28 Toronto Centre – Rosedale 
Regent Park Community Garden 
620 DUNDAS STREETT EAST 
Toronto, ON M5A 3S4   Ward 28 Toronto Centre – Rosedale 
Winchester Square Park Community Garden 
474 ONTARIO STREET  
Toronto, ON M4X 1M7  Ward 28 Toronto Centre – Rosedale 
Greenwood Park Community Garden 
150 GREENWOOD AVENUE  
Toronto, ON M4L 2P8    Ward 30 Toronto Danforth 
East York Community Garden 
9 HALDON AVENUE  
Toronto, ON M4C 4P5    Ward 31 Beaches - East York 
Ashbridges ECO Community Garden 
101 COXWELL AVENUE  
Toronto, ON M4L 3B3   Ward 32 Beaches - East York 
Dallington Pollinators Community Garden 
39 GLENTWORTH ROAD  
Toronto, ON M2J 1Y2    Ward 33 Don Valley East 
Prairie Drive Park Community Gardens (two gardens) 
70 PRAIRIE DRIVE  
Toronto, ON M1L 1L5   Ward 35 Scarborough Southwest 
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Scarborough Village Community Garden 
3630 KINGSTON ROAD  
Toronto, ON M1M 1R9  Ward 36 Scarborough Southwest 
Chester Le Olive Garden 
255 CHESTER LE BOULEVARD  
Toronto, ON M1W 2K7   Ward 39 Scarborough – Agincourt 
Neilson Park Community Garden 
1575 NEILSON ROAD  
Toronto, ON M1B 5Z7    Ward 42 Scarborough - Rouge River 

Littles Road Park Community Garden 
30 LITTLES ROAD  
Toronto, ON M1B 5C5   Ward 42 Scarborough - Rouge River 

Roots of Scarborough East (ROSE) Community Garden. 
4040 LAWRENCE AVENUE EAST 
Toronto, ON M1E 2R2         Ward 43 Scarborough East 
Bob Hunter Green Space Community Garden 
205 GENERATION BOULEVARD  
Toronto, ON M1B 2V1    Ward 44 Scarborough East 



 

Staff report for information on Community Garden Action Plan Progress 10 

Appendix B – Children's Garden Locations 

 

Children's Garden Location Information

 

Edgehill House Children's Garden 
61 EDGEHILL ROAD  
Toronto, ON M9A 4N1            Ward 4 Etobicoke Centre 
Hilltop Community School/ Chapman Valley Park Children's Garden 
35 TREHORNE DRIVE  
Toronto, ON M9P 1N8               Ward 4 Etobicoke Centre 
James S. Bell CS/Long Branch Park Children's Garden 
90 THIRTY FIRST STREET  
Toronto, ON M8W 3E9             Ward 06 Etobicoke-Lakeshore 
Power House RC/Colonel Samuel Smith Park Garden 
65 COLONEL SAMUEL SMITH PARK DRIVE  
Toronto, ON M8V 4B6              Ward 6 Etobicoke-Lakeshore 
Gord & Irene Risk Community Centre Children's Garden 
2650 FINCH AVENUE WEST 
Toronto, ON M9M 3A3           Ward 7 York West

 

Oakdale Community Centre Children's Garden 
350 GRANDRAVINE DRIVE  
Toronto, ON M3N 1J4              Ward 8 York West 
Lawrence Heights Community Centre Children's Garden 
5 REPLIN ROAD  
Toronto, ON M6A 2M8            Ward 15 Eglinton-Lawrence 
Riverdale Farm Children's Garden Garden 
201 WINCHESTER STREET  
Toronto, ON M4X 1B8              Ward 28 Toronto Centre-Rosedale 
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St. Lawrence CRC/Princess Park Children’s Play Garden 
230 THE ESPLANADE  
Toronto, ON M5A 4J6             Ward 28 Toronto Centre-Rosedale 
Toronto Islands/Franklin Children’s Garden 
9 QUEENS QUAY WEST 
Toronto, ON M5J 2H3             Ward 28 Toronto Centre-Rosedale 
Don Montgomery Community Recreation Centre Children's Garden 
2467 EGLINTON AVENUE EAST 
Toronto, ON M1K 2R1             Ward 35 Scarborough Southwest 
Ellesmere Community Centre Children's Garden 
20 CANADIAN ROAD  
Toronto, ON M1R 4B4       Ward 37 Scarborough Centre 
Milliken Park Community Recreation Centre Children's Garden 
4325 MCCOWAN ROAD  
Toronto, ON M1V 4P1       Ward 41 Scarborough-Rouge River 



 

Staff report for information on Community Garden Action Plan Progress 12 

Appendix C – Allotment Garden Locations  

 

Allotment Gardens Location Information 

Riverlea Greenhouse - Indoor Allotment Garden 
919 SCARLETT ROAD  
Toronto, ON M9P 2V3    Ward 2 Etobicoke North 
Stoffel Drive Allotments 
30 STOFFEL ROAD  
Toronto, ON M9W 1A8    Ward 2 Etobicoke North 
West Deane Allotments 
410 MARTINGROVE ROAD 
Toronto, ON M9B 4L9    Ward 3  Etobicoke Centre 
Four Winds Allotments 
20 FOUR WINDS DRIVE  
Toronto, ON M3J 1K7     Ward 8 York West 
Marie Baldwin Park/York Allotments 
746 JANE STREET  
Toronto, ON M6N 4B2     Ward 11 York South – Weston 
High Park Allotment Gardens 
1873 BLOOR STREET WEST 
Toronto, ON M6R 2Z3          Ward 13 Parkdale-High Park 
Silverthorne Allotments 
40 SILVERTHORN AVENUE  
Toronto, ON M6N 3J8            Ward 17 Davenport 
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Bishop Allotment Gardens 
204 BISHOP AVENUE  
Toronto, ON M2M 4L3         Ward 24 Willowdale 
Leslie Street Allotments 
8 LESLIE STREET  
Toronto, ON M4M 3H7         Ward 30 Toronto Danforth 
Jonesville Allotments 
50 JONESVILLE CRESCENT  
Toronto, ON M1L 2T3          Ward 34 Don Valley East 
Givendale Allotments 
1 GIVENDALE ROAD  
Toronto, ON M1K 2V1      Ward 37 Scarborough Centre 
Cornell/Campbell Allotments 
Near Markham Road and Eglinton 
3620 KINGSTON ROAD  
Toronto, ON M1M 1R9            Ward 38 Scarborough Centre 
Daventry Allotments 
Near Markham and Ellesmere 
1 DAVENTRY ROAD  
Toronto, ON M1H 2B5           Ward 38 Scarborough Centre  
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